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Praise for this Book

“Cloud computing, more than most disciplines in IT, suffers from too much talk and not 
enough practice. Thomas Erl has written a timely book that condenses the theory and 
buttresses it with real-world examples that demystify this important technology. An 
important guidebook for your journey into the cloud.”

—Scott Morrison, Chief Technology Offi cer, Layer 7 Technologies

“An excellent, extremely well-written, lucid book that provides a comprehensive pic-
ture of cloud computing, covering multiple dimensions of the subject. The case studies 
presented in the book provide a real-world, practical perspective on leveraging cloud 
computing in an organization. The book covers a wide range of topics, from technology 
aspects to the business value provided by cloud computing. This is the best, most com-
prehensive book on the subject—a must-read for any cloud computing practitioner or 
anyone who wants to get an in-depth picture of cloud computing concepts and practical 
implementation.”

—Suzanne D’Souza, SOA/BPM Practice Lead, KBACE Technologies

“This book offers a thorough and detailed description of cloud computing concepts, 
architectures, and technologies. It serves as a great reference for both newcomers and 
experts and is a must-read for any IT professional interested in cloud computing.”

—Andre Tost, Senior Technical Staff Member, IBM Software Group

“This is a great book on the topic of cloud computing. It is impressive how the content 
spans from taxonomy, technology, and architectural concepts to important business 
considerations for cloud adoption. It really does provide a holistic view to this technol-
ogy paradigm.”

—Kapil Bakshi, Architecture and Strategy, Cisco Systems Inc.

“I have read every book written by Thomas Erl and Cloud Computing is another excel-
lent publication and demonstration of Thomas Erl’s rare ability to take the most com-
plex topics and provide critical core concepts and technical information in a logical and 
understandable way.” 

—Melanie A. Allison, Principal, Healthcare Technology Practice, 
Integrated Consulting Services



“Companies looking to migrate applications or infrastructure to the cloud are often 
misled by buzzwords and industry hype. This work cuts through the hype and pro-
vides a detailed look, from investigation to contract to implementation to termination, 
at what it takes for an organization to engage with cloud service providers. This book 
really lays out the benefi ts and struggles with getting a company to an IaaS, PaaS, or 
SaaS solution.”

—Kevin Davis, Ph.D., Solutions Architect

“Thomas, in his own distinct and erudite style, provides a comprehensive and a defi ni-
tive book on cloud computing. Just like his previous masterpiece, Service-Oriented 
Architecture: Concepts, Technology, and Design, this book is sure to engage CxOs, cloud 
architects, and the developer community involved in delivering software assets on the 
cloud. Thomas and his authoring team have taken great pains in providing great clarity 
and detail in documenting cloud architectures, cloud delivery models, cloud gover-
nance, and economics of cloud, without forgetting to explain the core of cloud comput-
ing that revolves around Internet architecture and virtualization. As a reviewer for this 
outstanding book, I must admit I have learned quite a lot while reviewing the material. 
A ‘must have’ book that should adorn everybody’s desk!”

—Vijay Srinivasan, Chief Architect - Technology, Cognizant Technology Solutions

“This book provides comprehensive and descriptive vendor-neutral coverage of cloud 
computing technology, from both technical and business aspects. It provides a deep-
down analysis of cloud architectures and mechanisms that capture the real-world 
moving parts of cloud platforms. Business aspects are elaborated on to give readers a 
broader perspective on choosing and defi ning basic cloud computing business models. 
Thomas Erl’s Cloud Computing: Concepts, Technology & Architecture is an excellent source 
of knowledge of fundamental and in-depth coverage of cloud computing.”

—Masykur Marhendra Sukmanegara, Communication Media & Technology, 
Consulting Workforce Accenture

“The richness and depth of the topics discussed are incredibly impressive. The depth 
and breadth of the subject matter are such that a reader could become an expert in a 
short amount of time.”

—Jamie Ryan, Solutions Architect, Layer 7 Technologies



“Demystifi cation, rationalization, and structuring of implementation approaches have 
always been strong parts in each and every one of Thomas Erl’s books. This book is no 
exception. It provides the defi nitive, essential coverage of cloud computing and, most 
importantly, presents this content in a very comprehensive manner. Best of all, this book 
follows the conventions of the previous service technology series titles, making it read 
like a natural extension of the library. I strongly believe that this will be another best-
seller from one of the top-selling IT authors of the past decade.”

—Sergey Popov, Senior Enterprise Architect SOA/Security, Liberty Global International

“A must-read for anyone involved in cloud design and decision making! This insight-
ful book provides in-depth, objective, vendor-neutral coverage of cloud computing 
concepts, architecture models, and technologies. It will prove very valuable to anyone 
who needs to gain a solid understanding of how cloud environments work and how to 
design and migrate solutions to clouds.”

—Gijs in ’t Veld, Chief Architect, Motion10

“A reference book covering a wide range of aspects related to cloud providers and cloud 
consumers. If you would like to provide or consume a cloud service and need to know 
how, this is your book. The book has a clear structure to facilitate a good understanding 
of the various concepts of cloud.” 

—Roger Stoffers, Solution Architect

“Cloud computing has been around for a few years, yet there is still a lot of confusion 
around the term and what it can bring to developers and deployers alike. This book 
is a great way of fi nding out what’s behind the cloud, and not in an abstract or high-
level manner: It dives into all of the details that you’d need to know in order to plan 
for developing applications on cloud and what to look for when using applications or 
services hosted on a cloud. There are very few books that manage to capture this level 
of detail about the evolving cloud paradigm as this one does. It’s a must for architects 
and developers alike.”

—Dr. Mark Little, Vice President, Red Hat



“This book provides a comprehensive exploration of the concepts and mechanics behind 
clouds. It’s written for anyone interested in delving into the details of how cloud envi-
ronments function, how they are architected, and how they can impact business. This is 
the book for any organization seriously considering adopting cloud computing. It will 
pave the way to establishing your cloud computing roadmap.”

—Damian Maschek, SOA Architect, Deutsche Bahn

“One of the best books on cloud computing I have ever read. It is complete yet vendor 
technology neutral and successfully explains the major concepts in a well-structured 
and disciplined way. It goes through all the defi nitions and provides many hints for 
organizations or professionals who are approaching and/or assessing cloud solutions. 
This book gives a complete list of topics playing fundamental roles in the cloud com-
puting discipline. It goes through a full list of defi nitions very clearly stated. Diagrams 
are simple to understand and self-contained. Readers with different skill sets, expertise, 
and backgrounds will be able to understand the concepts seamlessly.”

—Antonio Bruno, Infrastructure and Estate Manager, UBS AG

“Cloud Computing: Concepts, Technology & Architecture is a comprehensive book that 
focuses on what cloud computing is really all about…. This book will become the foun-
dation on which many organizations will build successful cloud adoption projects. It is 
a must-read reference for both IT infrastructure and application architects interested in 
cloud computing or involved in cloud adoption projects. It contains extremely useful 
and comprehensive information for those who need to build cloud-based architectures 
or need to explain it to customers thinking about adopting cloud computing technology 
in their organization.”

—Johan Kumps, SOA Architect, RealDolmen

“This book defi nes the basic terminology and patterns for the topic—a useful refer-
ence for the cloud practitioner. Concepts from multitenancy to hypervisor are pre-
sented in a succinct and clear manner. The underlying case studies provide wonderful 
real-worldness.”

—Dr. Thomas Rischbeck, Principal Architect, ipt



“The book provides a good foundation to cloud services and issues in cloud service 
design. Chapters highlight key issues that need to be considered in learning how to 
think in cloud technology terms; this is highly important in today’s business and tech-
nology environments where cloud computing plays a central role in connecting user 
services with virtualized resources and applications.”

—Mark Skilton, Director, Offi ce of Strategy and Technology, Global Infrastructure Services, 
Capgemini

“The book is well organized and covers basic concepts, technologies, and business mod-
els about cloud computing. It defi nes and explains a comprehensive list of terminolo-
gies and glossaries about cloud computing so cloud computing experts can speak and 
communicate with the same set of standardized language. The book is easy to under-
stand and consistent with early published books from Thomas Erl.… It is a must-read 
for both beginners and experienced professionals.”

—Jian “Jeff” Zhong, Chief Technology Offi cer (Acting) and 
Chief Architect for SOA and Cloud Computing, Futrend Technology Inc.

“Students of the related specialties can fulfi ll their educational process with very eas-
ily understood materials that are broadly illustrated and clearly described. Professors 
of different disciplines, from business analysis to IT implementation—even legal and 
fi nancial monitoring—can use the book as an on-table lecturing manual. IT specialists 
of all ranks and fi elds of application will fi nd the book as a practical and useful support 
for sketching solutions unbound to any particular vendor or brand.”

—Alexander Gromoff, Director of Science & Education, Center of 
Information Control Technologies, Chairman of BPM Chair in Business 

Informatics Department, National Research University “Higher School of Economics”

“Cloud Computing: Concepts, Technology & Architecture is a comprehensive compendium 
of all the relevant information about the transformative cloud technology. Erl’s latest 
title concisely and clearly illustrates the origins and positioning of the cloud paradigm 
as the next-generation computing model. All the chapters are carefully written and 
arranged in an easy-to-understand manner. This book will be immeasurably benefi cial 
for business and IT professionals. It is set to shake up and help organize the world of 
cloud computing.”

—Pethuru Raj, Ph.D., Enterprise Architecture Consultant, Wipro



“A cloud computing book that will stand out and survive the test of time, even in one 
of the fastest evolving areas of technology. This book does a great job breaking down 
the high level of complexity of cloud computing into easy-to-understand pieces. It goes 
beyond the basic, often repeated, explanations. It examines the fundamental concepts 
and the components, as well as the mechanisms and architectures that make up cloud 
computing environments. The approach gradually builds the reader’s understanding 
from the ground up.

“In a rapidly evolving area like cloud computing, it’s easy to focus on details and miss the 
big picture. The focus on concepts and architectural models instead of vendor- specifi c 
details allows readers to quickly gain essential knowledge of complex topics. The con-
cepts come together in the last part of the book, which should be required reading for 
any decision maker evaluating when and how to start a transition to cloud computing. 
Its thorough, comprehensive coverage of fundamentals and advanced topics makes the 
book a valuable resource to keep on your desk or your eBook reader, regardless if you’re 
new to the topic or you already have cloud experience.

“I highly recommend the book to those looking to implement or evaluate cloud envi-
ronments, or simply looking to educate themselves in a fi eld that will shape IT over the 
next decade.”

—Christoph Schittko, Principal Technology Strategist & Cloud Solution Director, Microsoft

“Cloud Computing: Concepts, Technology & Architecture is an excellent resource for IT pro-
fessionals and managers who want to learn and understand cloud computing, and who 
need to select or build cloud systems and solutions. It lays the foundation for cloud 
concepts, models, technologies, and mechanisms. As the book is vendor-neutral, it will 
remain valid for many years. We will recommend this book to Oracle customers, part-
ners, and users for their journey toward cloud computing. This book has the potential 
to become the basis for a cloud computing manifesto, comparable to what was accom-
plished with the SOA manifesto.”

—Jürgen Kress, Fusion Middleware Partner Adoption, Oracle EMEA
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Foreword 
by Pamela J. 

Wise-Martinez

The idea of cloud computing isn’t new, or overly complicated from a technology 
resources and internetworking perspective. What’s new is the growth and maturity of 
cloud computing methods, and strategies that enable the goals of business agility. 

Looking back, the phrase “utility computing” didn’t captivate or create the stir in the 
information industry as the term “cloud computing” has in recent years. Nevertheless, 
appreciation of readily available resources has arrived and the utilitarian or servicing 
features are what are at the heart of outsourcing the access of information technology 
resources and services. In this light, cloud computing represents a fl exible, cost- effective, 
and proven delivery platform for business and consumer information services over the 
Internet. Cloud computing has become an industry game changer as businesses and 
information technology leaders realize the potential in combining and sharing computing 
resources as opposed to building and maintaining them.

There’s seemingly no shortage of views regarding the benefi ts of cloud computing nor 
is there a shortage of vendors willing to offer services in either open source or promis-
ing commercial solutions. Beyond the hype, there are many aspects of the cloud that 
have earned new consideration due to their increased service capability and potential 
effi ciencies. The ability to demonstrate transforming results in cloud computing to 
resolve traditional business problems using information technology management best 
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practices now exists. In the case of economic impacts, the principle of pay-as-you-go and 
computer agnostic services are concepts ready for prime time. We can measure perfor-
mance as well as calculate the economic and environmental effects of cloud computing 
today. 

The architectural change from client-server to service orientation led to an evolution of 
composable and reusable code; though the practice had been around for many years, it 
is now the de facto approach used to lower cost and identify best practices and patterns 
for increasing business agility. This has advanced the computer software industry’s 
design methods, components, and engineering. Comparatively, the wide acceptance 
and adoption of cloud computing is revolutionizing information and technology 
resource management. We now have the ability to outsource hardware and software 
capabilities on a large-scale to fulfi ll end-to-end business automation requirements. 
Marks and  Lozano understood this emergence and the need for better software design: 
“…we now have the ability to collect, transport, process, store, and access data nearly anywhere 
in nearly arbitrary volume.” The limitations depend largely on how “cloudy” or cloud-
aware the service/component is, and hence the need for better software architecture. 
(Eric A. Marks and Roberto Lozano [Executive Guide to Cloud Computing]). 

The reusable evolution through service architecture reinforces a focus on business 
objectives as opposed to the number of computing platforms to support. As a viable 
resource management alternative, cloud computing is fundamentally changing the way 
we think about computing solutions in retail, education, and public sectors. The use of 
cloud computing architecture and standards are driving unique ways in which com-
puting solutions are delivered, as well as platform diversity to meet bottom-line busi-
ness objectives. 

Thomas Erl’s body of work on service technology guided the technology industry 
through eloquent illustrations and literature over the past decade. Thomas’ brilliant 
efforts on principles, concepts, patterns, and expressions gave the information technol-
ogy community an evolved software architecture approach that now forms a foundation 
for cloud computing goals to be successfully fulfi lled in practice. This is a key assertion, 
as cloud computing is no longer a far-reaching concept of the future, but rather a domi-
nant information technology service option and resource delivery presence. 

Thomas’ Cloud Computing: Concepts, Technology & Architecture takes the industry beyond 
the defi nitions of cloud computing and juxtaposes virtualization, grid, and sustain-
ment strategies as contrasted in day to day operations. Thomas and his team of authors 
take the reader from beginning to end with the essential elements of cloud computing, 
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its history, innovation, and demand. Through case studies and architectural models 
they articulate service requirements, infrastructure, security, and outsourcing of salient 
computing resources. 

Thomas again enlightens the industry with poignant analysis and reliable architecture-
driven practices and principles. No matter the level of interest or experience, the reader 
will fi nd clear value in this in-depth, vendor-neutral study of cloud computing. 

Pamela J. Wise-Martinez, 
Inventor and Chief Architect
Department of Energy, National Nuclear Security Administration

(Disclaimer: The views expressed are the personal views of the author and are not intended to 
refl ect either the views of the U.S. Government, the U.S. Department of Energy, or the National 
Nuclear Security Administration.)
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The past couple of decades saw the business-centric concept of outsourcing services 
and the technology-centric notion of utility computing evolve along relatively par-

allel streams. When they fi nally met to form a technology landscape with a compelling 
business case and seismic impacts on the IT industry as a whole, it became evident that 
what resultantly was termed and branded as “cloud computing” was more than just 
another IT trend. It had become an opportunity to further align and advance the goals 
of the business with the capabilities of technology. 

Those who understand this opportunity can seize it to leverage proven and mature 
components of cloud platforms to not only fulfi ll existing strategic business goals, but 
to even inspire businesses to set new objectives and directions based on the extent to 
which cloud-driven innovation can further help optimize business operations. 

The fi rst step to succeeding is education. Cloud computing adoption is not trivial. The 
cloud computing marketplace is unregulated. And, not all products and technologies 
branded with “cloud” are, in fact, suffi ciently mature to realize or even supportive of 
realizing actual cloud computing benefi ts. To add to the confusion, there are different 
defi nitions and interpretations of cloud-based models and frameworks fl oating around 
IT literature and the IT media space, which leads to different IT professionals acquiring 
different types of cloud computing expertise. 

And then, of course, there is the fact that cloud computing is, at its essence, a form of ser-
vice provisioning. As with any type of service we intend to hire or outsource (IT-related 
or otherwise), it is commonly understood that we will be confronted with a marketplace 
comprised of service providers of varying quality and reliability. Some may offer attrac-
tive rates and terms, but may have unproven business histories or highly proprietary 
environments. Others may have a solid business background, but may demand higher 
rates and less fl exible terms. Others yet, may simply be insincere or temporary business 
ventures that unexpectedly disappear or are acquired within a short period of time.

Back to the importance of getting educated. There is no greater danger to a business 
than approaching cloud computing adoption with ignorance. The magnitude of a failed 
adoption effort not only correspondingly impacts IT departments, but can actually 
regress a business to a point where it fi nds itself steps behind from where it was prior 
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to the adoption—and, perhaps, even more steps behind competitors that have been suc-
cessful at achieving their goals in the meantime. 

Cloud computing has much to offer but its roadmap is riddled with pitfalls, ambigui-
ties, and mistruths. The best way to navigate this landscape is to chart each part of 
the journey by making educated decisions about how and to what extent your project 
should proceed. The scope of an adoption is equally important to its approach, and both 
of these aspects need to be determined by business requirements. Not by a product 
vendor, not by a cloud vendor, and not by self-proclaimed cloud experts. Your organiza-
tion’s business goals must be fulfi lled in a concrete and measurable manner with each 
completed phase of the adoption. This validates your scope, your approach, and the 
overall direction of the project. In other words, it keeps your project aligned.

Gaining a vendor-neutral understanding of cloud computing from an industry per-
spective empowers you with the clarity necessary to determine what is factually cloud-
related and what is not, as well as what is relevant to your business requirements and 
what is not. With this information you can establish criteria that will allow you to fi l-
ter out the parts of the cloud computing product and service provider marketplaces 
to focus on what has the most potential to help you and your business to succeed. We 
developed this book to assist you with this goal.

—Thomas Erl 

1.1 Objectives of This Book

This book is the result of more than two years of research and analysis of the commer-
cial cloud computing industry, cloud computing vendor platforms, and further inno-
vation and contributions made by cloud computing industry standards organizations 
and practitioners. The purpose of this book is to break down proven and mature cloud 
computing technologies and practices into a series of well-defi ned concepts, models, 
and technology mechanisms and architectures. The resulting chapters establish con-
crete, academic coverage of fundamental aspects of cloud computing concepts and 
technologies. The range of topics covered is documented using vendor-neutral terms 
and descriptions, carefully defi ned to ensure full alignment with the cloud computing 
industry as a whole.
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1.2 What This Book Does Not Cover

Due to the vendor-neutral basis of this book, it does not contain any signifi cant coverage 
of cloud computing vendor products, services, or technologies. This book is comple-
mentary to other titles that provide product-specifi c coverage and to vendor product 
literature itself. If you are new to the commercial cloud computing landscape, you are 
encouraged to use this book as a starting point before proceeding to books and courses 
that are proprietary to vendor product lines.

1.3 Who This Book Is For

This book is aimed at the following target audience:

 • IT practitioners and professionals who require vendor-neutral coverage of cloud 
computing technologies, concepts, mechanisms, and models 

 • IT managers and decision makers who seek clarity regarding the business and 
technological implications of cloud computing

 • professors and students and educational institutions that require well-researched 
and well-defi ned academic coverage of fundamental cloud computing topics

 • business managers who need to assess the potential economic gains and viability 
of adopting cloud computing resources

 • technology architects and developers who want to understand the different mov-
ing parts that comprise contemporary cloud platforms

1.4 How This Book Is Organized

The book begins with Chapters 1 and 2 providing introductory content and background 
information for the case studies. All subsequent chapters are organized into the follow-
ing parts:

 • Part I: Fundamental Cloud Computing

 • Part II: Cloud Computing Mechanisms

 • Part III: Cloud Computing Architecture 

 • Part IV: Working with Clouds 

 • Part V: Appendices



1.4 How This Book Is Organized 5

Part I: Fundamental Cloud Computing

The four chapters in this part cover introductory topics in preparation for all subse-
quent chapters. Note that Chapters 3 and 4 do not contain case study content.

Chapter 3: Understanding Cloud Computing 

Following a brief history of cloud computing and a discussion of business drivers and 
technology innovations, basic terminology and concepts are introduced, along with 
descriptions of common benefi ts and challenges of cloud computing adoption. 

Chapter 4: Fundamental Concepts and Models 

Cloud delivery and cloud deployment models are discussed in detail, following sec-
tions that establish common cloud characteristics and roles and boundaries. 

Chapter 5: Cloud-Enabling Technology 

Contemporary technologies that realize modern-day cloud computing platforms and 
innovations are discussed, including data centers, virtualization, and Web-based 
technologies. 

Chapter 6: Fundamental Cloud Security 

Security topics and concepts relevant and distinct to cloud computing are introduced, 
including descriptions of common cloud security threats and attacks.

Part II: Cloud Computing Mechanisms

Technology mechanisms represent well-defi ned IT artifacts that are established within 
an IT industry and commonly distinct to a certain computing model or platform. The 
technology-centric nature of cloud computing requires the establishment of a formal 
level of mechanisms to be able to explore how solutions can be assembled via different 
combinations of mechanism implementations. 

This part formally documents 20 technology mechanisms that are used within cloud 
environments to enable generic and specialized forms of functionality. Each mecha-
nism description is accompanied by a case study example that demonstrates its usage. 
The utilization of the mechanisms is further explored throughout the technology archi-
tectures covered in Part III.
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Chapter 7: Cloud Infrastructure Mechanisms 

Technology mechanisms foundational to cloud platforms are covered, including Logi-
cal Network Perimeter, Virtual Server, Cloud Storage Device, Cloud Usage Monitor, 
Resource Replication, and Ready-Made Environment.

Chapter 8: Specialized Cloud Mechanisms 

A range of specialized technology mechanisms is described, including Automated Scal-
ing Listener, Load Balancer, SLA Monitor, Pay-Per-Use Monitor, Audit Monitor, Failover 
System, Hypervisor, Resource Cluster, Multi-Device Broker, and State Management 
Database.

Chapter 9: Cloud Management Mechanisms 

Mechanisms that enable the hands-on administration and management of cloud-based 
IT resources are explained, including Remote Administration System, Resource Man-
agement System, SLA Management System, and Billing Management System.

Chapter 10: Cloud Security Mechanisms 

Security mechanisms that can be used to counter and prevent the threats described in 
Chapter 6 are covered, including Encryption, Hashing, Digital Signatures, Public Key 
Infrastructures (PKI), Identity and Access Management (IAM) Systems, Single Sign-On 
(SSO), Cloud-Based Security Groups, and Hardened Virtual Server Images.

Part III: Cloud Computing Architecture 

Technology architecture within the realm of cloud computing introduces requirements 
and considerations that manifest themselves in broadly scoped architectural layers and 
numerous distinct architectural models. 

This set of chapters builds upon the coverage of cloud computing mechanisms from 
Part II by formally documenting 29 cloud-based technology architectures and scenarios 
in which different combinations of the mechanisms are documented in relation to fun-
damental, advanced, and specialized cloud architectures.

Chapter 11: Fundamental Cloud Architectures

Fundamental cloud architectural models establish baseline functions and capabilities. 
The architectures covered in this chapter are Workload Distribution, Resource Pooling, 
Dynamic Scalability, Elastic Resource Capacity, Service Load Balancing, Cloud Burst-
ing, Elastic Disk Provisioning, and Redundant Storage.



1.4 How This Book Is Organized 7

Chapter 12: Advanced Cloud Architectures 

Advanced cloud architectural models establish sophisticated and complex environ-
ments, several of which directly build upon fundamental models. The architectures cov-
ered in this chapter are Hypervisor Clustering, Load Balanced Virtual Server Instances, 
Non-Disruptive Service Relocation, Zero Downtime, Cloud Balancing, Resource Reser-
vation, Dynamic Failure Detection and Recovery, Bare-Metal Provisioning, Rapid Pro-
visioning, and Storage Workload Management.

Chapter 13: Specialized Cloud Architectures 

Specialized cloud architectural models address distinct functional areas. The archi-
tectures covered in this chapter are Direct I/O Access, Direct LUN Access, Dynamic 
Data Normalization, Elastic Network Capacity, Cross-Storage Device Vertical Tiering, 
Intra-Storage Device Vertical Data Tiering, Load-Balanced Virtual Switches, Multipath 
Resource Access, Persistent Virtual Network Confi guration, Redundant Physical Con-
nection for Virtual Servers, and Storage Maintenance Window. Note that this chapter 
does not contain a case study example.

Part IV: Working with Clouds 

Cloud computing technologies and environments can be adopted to varying extents. 
An organization can migrate select IT resources to a cloud, while keeping all other 
IT resources on-premise—or it can form signifi cant dependencies on a cloud platform 
by migrating larger amounts of IT resources or even using the cloud environment to 
create them. 

For any organization, it is important to assess a potential adoption from a practical and 
business-centric perspective in order to pinpoint the most common factors that pertain 
to fi nancial investments, business impact, and various legal considerations. This set 
of chapters explores these and other topics related to the real-world considerations of 
working with cloud-based environments.

Chapter 14: Cloud Delivery Model Considerations

Cloud environments need to be built and evolved by cloud providers in response to 
cloud consumer requirements. Cloud consumers can use clouds to create or migrate IT 
resources to, subsequent to their assuming administrative responsibilities. This chapter 
provides a technical understanding of cloud delivery models from both the provider 
and consumer perspectives, each of which offers revealing insights into the inner work-
ings and architectural layers of cloud environments.
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Chapter 15: Cost Metrics and Pricing Models

Cost metrics for network, server, storage, and software usage are described, along with 
various formulas for calculating integration and ownership costs related to cloud envi-
ronments. The chapter concludes with a discussion of cost management topics as they 
relate to common business terms used by cloud provider vendors.

Chapter 16: Service Quality Metrics and SLAs

Service level agreements establish the guarantees and usage terms for cloud services 
and are often determined by the business terms agreed upon by cloud consumers and 
cloud providers. This chapter provides detailed insight into how cloud provider guar-
antees are expressed and structured via SLAs, along with metrics and formulas for cal-
culating common SLA values, such as availability, reliability, performance, scalability, 
and resiliency.

Part V: Appendices

Appendix A: Case Study Conclusions

The individual storylines of the case studies are concluded and the results of each orga-
nization’s cloud computing adoption efforts are summarized.

Appendix B: Industry Standards Organizations

This appendix describes industry standards organizations and efforts in support of the 
cloud computing industry.

Appendix C: Mapping Mechanisms to Characteristics

A table is provided, mapping cloud characteristics to the cloud computing mechanisms 
that can help realize the characteristics.

Appendix D: Data Center Facilities (TIA-942)

A brief overview and breakdown of common data center facilities in reference to the 
TIA-942 Telecommunications Infrastructure Standard for Data Centers.

Appendix E: Cloud-Adapted Risk Management Framework

An overview of the Cloud-Adapted Risk Management Framework (CRMF) that is part 
of the NIST Cloud Computing Security Reference Architecture. 
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Appendix F: Cloud Provisioning Contracts

The actual agreements signed between cloud provider vendors and cloud consumer 
organizations are distinct legal contracts that encompass a range of specifi c terms and 
considerations. This appendix highlights the typical parts of a cloud provisioning con-
tract, and provides further guidelines. 

Appendix G: Cloud Business Case Template

This appendix provides a checklist of items that can be used as a starting point for 
assembling a business case for the adoption of cloud computing.

1.5 Conventions

Symbols and Figures

This book  contains a series of diagrams that are referred to as  fi gures. The primary sym-
bols used throughout the fi gures are individually described in the symbol legend located 
on the inside of the book cover. Full-color, high-resolution versions of all fi gures in this 
book can be viewed and downloaded at www.servicetechbooks.com/cloud/fi gures and 
www.informit.com/title/9780133387520.

Summary of Key Points

For quick reference purposes, each of the sections within Chapters 3 through 6 in Part I, 
“Fundamental Cloud Computing,” concludes with a Summary of Key Points sub- section 
that concisely highlights the primary statements made within the section, in bullet list 
format.

1.6 Additional Information

These sections provide supplementary information and resources for the Prentice Hall 
Service Technology Series from Thomas Erl. 

Updates, Errata, and Resources (    www.servicetechbooks.com)

Information about other series titles and various supporting resources can be found at 
the offi cial book series Web site: www.servicetechbooks.com. You are encouraged to 
visit this site regularly to check for content changes and corrections. 

../../../../../www.informit.com/title/9780133387520
../../../../../www.servicetechbooks.com/default.htm
../../../../../www.servicetechbooks.com/default.htm
../../../../../www.servicetechbooks.com/cloud/figures
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Referenced Specifications ( www.servicetechspecs.com)

This site provides a central portal to the original specifi cation documents created and 
maintained by primary standards organizations, with a section dedicated exclusively to 
cloud computing industry standards.

The Service Technology Magazine ( www.servicetechmag.com)

The  Service Technology Magazine is a monthly publication provided by Arcitura Educa-
tion Inc. and Prentice Hall and is offi cially associated with the Prentice Hall Service Tech-
nology Series from Thomas Erl. The Service Technology Magazine is dedicated to publishing 
specialized articles, case studies, and papers by industry experts and professionals. 

International Service Technology Symposium 
( www.servicetechsymposium.com)

This site is dedicated to the  International Service Technology Symposium conference 
series. These events are held throughout the world and frequently feature authors from 
the Prentice Hall Service Technology Series from Thomas Erl.

What Is Cloud? ( www.whatiscloud.com)

A quick reference site comprised of excerpts from this book to provide coverage of fun-
damental cloud computing topics. 

What Is REST? ( www.whatisrest.com)

This Web site provides a concise overview of REST architecture and constraints. REST 
services are referenced in Chapter 5 of this book as one of the possible implementation 
mediums for cloud services.

Cloud Computing Design Patterns ( www.cloudpatterns.org)

The cloud computing  design patterns master catalog is published on this site. The 
mechanisms described in this book are referenced as implementation options for vari-
ous design patterns that represent established practices and technology feature-sets.

../../../../../www.servicetechspecs.com/default.htm
../../../../../www.servicetechmag.com/default.htm
../../../../../www.servicetechsymposium.com/default.htm
../../../../../www.whatiscloud.com/default.htm
../../../../../www.whatisrest.com/default.htm
../../../../../www.cloudpatterns.org/default.htm
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Service-Orientation ( www.serviceorientation.com)

This site  provide papers, book excerpts, and various content dedicated to describing 
and defi ning the service-orientation paradigm, associated principles, and the service-
oriented technology architectural model.

  CloudSchool.com™ Certified Cloud (CCP) Professional ( www.cloudschool.com)

The offi cial site for the Cloud Certifi ed Professional (CCP) curriculum dedicated to 
specialized areas of cloud computing, including technology, architecture, governance, 
security, capacity, virtualization, and storage. 

  SOASchool.com® SOA Certified (SOACP) Professional ( www.soaschool.com)

The offi cial site for the SOA Certifi ed Professional (SOACP) curriculum dedicated to 
specialized areas of service-oriented architecture and service-orientation, including 
analysis, architecture, governance, security, development, and quality assurance.

Notification Service

To be  automatically notifi ed of new book releases in this series, new supplementary con-
tent for this title, or key changes to the aforementioned resource sites, use the notifi ca-
tion form at  www.servicetechbooks.com or send a blank e-mail to notify@arcitura.com.

../../../../../www.serviceorientation.com/default.htm
../../../../../www.cloudschool.com/default.htm
../../../../../www.soaschool.com/default.htm
../../../../../www.servicetechbooks.com/default.htm
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Chapter 2

Case Study Background

2.1 Case Study #1: ATN

2.2 Case Study #2: DTGOV

2.3 Case Study #3: Innovartus Technologies Inc.



Case study examples provide scenarios in which organizations assess, use, and 
manage cloud computing models and technologies. Three organizations from dif-

ferent industries are presented for analysis in this book, each of which has distinctive 
business, technological, and architectural objectives that are introduced in this chapter. 

The organizations presented for case study are:

 • Advanced Telecom Networks (ATN) – a global company that supplies network 
equipment to the telecommunications industry

 • DTGOV – a public organization that specializes in IT infrastructure and technol-
ogy services for public sector organizations

 • Innovartus Technologies Inc. – a medium-sized company that develops virtual 
toys and educational entertainment products for children

Most chapters after Part I include one or more Case Study Example sections. A conclusion 
to the storylines is provided in Appendix A. 

2.1 Case Study #1: ATN

     ATN  is  a company that provides network equipment to telecommunications industries 
across the globe. Over the years, ATN has grown considerably and their product port-
folio has expanded to accommodate several acquisitions, including companies that spe-
cialize in infrastructure components for Internet, GSM, and cellular providers. ATN is 
now a leading supplier of a diverse range of telecommunications infrastructure.

In recent years, market pressure has been increasing. ATN has begun looking for ways 
to increase its competitiveness and effi ciency by taking advantage of new technologies, 
especially those that can assist in cost reduction.

Technical Infrastructure and Environment

ATN’s various acquisitions have resulted in a highly complex and heterogeneous IT 
landscape. A cohesive consolidation program was not applied to the IT environment 
after each acquisition round, resulting in similar applications running concurrently 
and an increase in maintenance costs. In 2010, ATN merged with a major European 
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telecommunications supplier, adding another applications portfolio to its inventory. 
The IT complexity snowballed into a serious obstruction and became a source of critical 
concern to ATN’s board of directors.

Business Goals and New Strategy

ATN management decided to pursue a consolidation initiative and outsource applica-
tions maintenance and operations overseas. This lowered costs but unfortunately did 
not address their overall operational ineffi ciency. Applications still had overlapping 
functions that could not be easily consolidated. It eventually became apparent that out-
sourcing was insuffi cient as consolidation became a possibility only if the architecture 
of the entire IT landscape changed.

As a result, ATN decided to explore the potential of adopting cloud computing. How-
ever, subsequent to their initial inquiries they became overwhelmed by the plenitude of 
cloud providers and cloud-based products.

Roadmap and Implementation Strategy

ATN is unsure of how to choose the right set of cloud computing technologies and 
vendors—many solutions appear to still be immature and new cloud-based offerings 
continue to emerge in the market.

A preliminary cloud computing adoption roadmap is discussed to address a number 
of key points:

 • IT Strategy – The adoption of cloud computing needs to promote optimization of 
the current IT framework, and produce both lower short-term investments and 
consistent long-term cost reduction.

 • Business Benefi ts – ATN needs to evaluate which of the current applications and 
IT infrastructure can leverage cloud computing technology to achieve the desired 
optimization and cost reductions. Additional cloud computing benefi ts such as 
greater business agility, scalability, and reliability need to be realized to promote 
business value.

 • Technology Considerations – Criteria need to be established to help choose the 
most appropriate cloud delivery and deployment models and cloud vendors and 
products.

 • Cloud Security – The risks associated with migrating applications and data to the 
cloud must be determined.
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ATN fears that they might lose control over their applications and data if entrusted to 
cloud providers, leading to incompliance with internal policies and telecom market reg-
ulations. They also wonder how their existing legacy applications would be integrated 
into the new cloud-based domain.

To defi ne a succinct plan of action, ATN hires an independent IT consulting company 
called CloudEnhance, who are well recognized for their technology architecture exper-
tise in the transition and integration of cloud computing IT resources. CloudEnhance 
consultants begin by suggesting an appraisal process comprised of fi ve steps:

 1. A brief evaluation of existing applications to measures factors, such as complexity, 
business-criticality, usage frequency, and number of active users. The identifi ed 
factors are then placed in a hierarchy of priority to help determine the most suit-
able candidate applications for migration to a cloud environment. 

 2. A more detailed evaluation of each selected application using a proprietary assess-
ment tool.

 3. The development of a target application architecture that exhibits the interaction 
between cloud-based applications, their integration with ATN’s existing infra-
structure and legacy systems, and their development and deployment processes.

 4. The authoring of a preliminary business case that documents projected cost sav-
ings based on performance indicators, such as cost of cloud readiness, effort for 
application transformation and interaction, ease of migration and implementation, 
and various potential long-term benefi ts.

 5. The development of a detailed project plan for a pilot application. 

ATN proceeds with the process and resultantly builds its fi rst prototype by focusing on 
an application that automates a low-risk business area. During this project ATN ports 
several of the business area’s smaller applications that were running on different tech-
nologies over to a PaaS platform. Based on positive results and feedback received for 
the prototype project, ATN decides to embark on a strategic initiative to garner similar 
benefi ts for other areas of the company.

2.2 Case Study #2: DTGOV

DTGOV is a  public company that was created in the early 1980s by the Ministry of 
Social Security. The decentralization of the ministry’s IT operations to a public com-
pany under private law gave DTGOV an autonomous management structure with sig-
nifi cant fl exibility to govern and evolve its IT enterprise.
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At the time of its creation, DTGOV had approximately 1,000 employees, operational 
branches in 60 localities nation-wide, and operated two mainframe-based data centers. 
Over time, DTGOV has expanded to more than 3,000 employees and branch offi ces in 
more than 300 localities, with three data centers running both mainframe and low-level 
platform environments. Its main services are related to processing social security ben-
efi ts across the country.

DTGOV has enlarged its customer portfolio in the last two decades. It now serves other 
public-sector organizations and provides basic IT infrastructure and services, such as 
server hosting and server colocation. Some of its customers have also outsourced the 
operation, maintenance, and development of applications to DTGOV. 

DTGOV has sizable customer contracts that encompass various IT resources and services. 
However, these contracts, services, and associated service levels are not  standardized—
negotiated service provisioning conditions are typically customized for each customer 
individually. DTGOV’s operations are resultantly becoming increasingly complex and 
diffi cult to manage, which has led to ineffi ciencies and infl ated costs.

The DTGOV board realized, some time ago, that the overall company structure could 
be improved by standardizing its services portfolio, which implies the reengineering of 
both IT operational and management models. This process has started with the stan-
dardization of the hardware platform through the creation of a clearly defi ned tech-
nological lifecycle, a consolidated procurement policy, and the establishment of new 
acquisition practices.

Technical Infrastructure and Environment

DTGOV operates three data centers: one is exclusively dedicated to low-level platform 
servers while the other two have both mainframe and low-level platforms. The main-
frame systems are reserved for the Ministry of Social Security and therefore not avail-
able for outsourcing.

The data center infrastructure occupies approximately 20,000 square feet of computer 
room space and hosts more than 100,000 servers with different hardware confi gura-
tions. The total storage capacity is approximately 10,000 terabytes. DTGOV’s network 
has redundant high-speed data links connecting the data centers in a full mesh topol-
ogy. Their Internet connectivity is considered to be provider-independent since their 
network interconnects all of the major national telecom carriers.
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Server consolidation and virtualization projects have been in place for fi ve years, consid-
erably decreasing the diversity of hardware platforms. As a result, systematic tracking 
of the investments and operational costs related to the hardware platform has revealed 
signifi cant improvement. However, there is still remarkable diversity in their software 
platforms and confi gurations due to customer service customization requirements.

Business Goals and New Strategy

A chief strategic objective of the standardization of DTGOV’s service portfolio is to 
achieve increased levels of cost effectiveness and operational optimization. An internal 
executive-level commission was established to defi ne the directions, goals, and strategic 
roadmap for this initiative. The commission has identifi ed cloud computing as a guid-
ance option and an opportunity for further diversifi cation and improvement of services 
and customer portfolios.

The roadmap addresses the following key points:

 • Business Benefi ts – Concrete business benefi ts associated with the standardization 
of service portfolios under the umbrella of cloud computing delivery models need 
to be defi ned. For example, how can the optimization of IT infrastructure and 
operational models result in direct and measurable cost reductions? 

 • Service Portfolio – Which services should become cloud-based, and which custom-
ers should they be extended to?

 • Technical Challenges – The limitations of the current technology infrastructure in 
relation to the runtime processing requirements of cloud computing models must 
be understood and documented. Existing infrastructure must be leveraged to 
whatever extent possible to optimize up-front costs assumed by the development 
of the cloud-based service offerings.

 • Pricing and SLAs – An appropriate contract, pricing, and service quality strategy 
needs to be defi ned. Suitable pricing and service-level agreements (SLAs) must be 
determined to support the initiative.

One outstanding concern relates to changes to the current format of contracts and how 
they may impact business. Many customers may not want to—or may not be prepared 
to—adopt cloud contracting and service delivery models. This becomes even more criti-
cal when considering the fact that 90% of DTGOV’s current customer portfolio is com-
prised of public organizations that typically do not have the autonomy or the agility 
to switch operating methods on such short notice. Therefore, the migration process is 
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expected to be long term, which may become risky if the roadmap is not properly and 
clearly defi ned. A further outstanding issue pertains to IT contract regulations in the 
public sector— existing regulations may become irrelevant or unclear when applied to 
cloud technologies.

Roadmap and Implementation Strategy

Several assessment activities were initiated to address the aforementioned issues. The 
fi rst was a survey of existing customers to probe their level of understanding, on-going 
initiatives, and plans regarding cloud computing. Most of the respondents were aware 
of and knowledgeable about cloud computing trends, which was considered a positive 
fi nding.

An investigation of the service portfolio revealed clearly identifi ed infrastructure ser-
vices relating to hosting and colocation. Technical expertise and infrastructure were 
also evaluated, determining that data center operation and management are key areas 
of expertise of DTGOV IT staff. 

With these fi ndings, the commission decided to:

 1. choose IaaS as the target delivery platform to start the cloud computing provision-
ing initiative

 2. hire a consulting fi rm with suffi cient cloud provider expertise and experience to 
correctly identify and rectify any business and technical issues that may affl ict the 
initiative

 3. deploy new hardware resources with a uniform platform into two different data 
centers, aiming to establish a new, reliable environment to use for the provisioning 
of initial IaaS-hosted services

 4. identify three customers that plan to acquire cloud-based services in order to 
establish pilot projects and defi ne contractual conditions, pricing, and service-level 
policies and models

 5. evaluate service provisioning of the three chosen customers for the initial period 
of six months before publicly offering the service to other customers

As the pilot project proceeds, a new Web-based management environment is released to 
allow for the self-provisioning of virtual servers, as well as SLA and fi nancial tracking 
functionality in realtime. The pilot projects are considered highly successful, leading to 
the next step of opening the cloud-based services to other customers.
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2.3 Case Study #3: Innovartus Technologies Inc.

The primary business line of  Innovartus Technologies Inc. is the development of virtual 
toys and educational entertainment products for children. These services are provided 
through a Web portal that employs a role-playing model to create customized virtual 
games for PCs and mobile devices. The games allow users to create and manipulate 
virtual toys (cars, dolls, pets) that can be outfi tted with virtual accessories that are 
obtained by completing simple educational quests. The main demographic is children 
under 12 years. Innovartus further has a social network environment that enables users 
to exchange items and collaborate with others. All of these activities can be monitored 
and tracked by the parents, who can also participate in a game by creating specifi c 
quests for their children.

The most valuable and revolutionary feature of Innovartus’ applications is an experi-
mental end-user interface that is based on natural interface concepts. Users can interact 
via voice commands, simple gestures that are captured with a Webcam, and directly by 
touching tablet screens.

The Innovartus portal has always been cloud-based. It was originally developed via a 
PaaS platform and has been hosted by the same cloud provider ever since. However, 
recently this environment has revealed several technical limitations that impact fea-
tures of Innovartus’ user interface programming frameworks.

Technical Infrastructure and Environment

Many of Innovartus’ other offi ce automation solutions, such as shared fi le reposito-
ries and various productivity tools, are also cloud-based. The on-premise corporate IT 
environment is relatively small, comprised mainly of work area devices, laptops, and 
graphic design workstations.

Business Goals and Strategy

Innovartus has been diversifying the functionality of the IT resources that are used for 
their Web-based and mobile applications. The company has also increased efforts to 
internationalize their applications; both the Web site and the mobile applications are 
currently offered in fi ve different languages.
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Roadmap and Implementation Strategy

Innovartus intends to continue building upon its cloud-based solutions; however, the 
current cloud hosting environment has limitations that need to be overcome:

 • scalability needs to be improved to accommodate increased and less predictable 
cloud consumer interaction

 • service levels need to be improved to avoid outages that are currently more fre-
quent than expected

 • cost effectiveness needs to be improved, as leasing rates are higher with the cur-
rent cloud provider when compared to others

These and other factors have led Innovartus to decide to migrate to a larger, more glob-
ally established cloud provider. 

The roadmap for this migration project includes:

 • a technical and economic report about the risks and impacts of the planned 
migration

 • a decision tree and a rigorous study initiative focused on the criteria for selecting 
the new cloud provider

 • portability assessments of applications to determine how much of each exist-
ing cloud service architecture is proprietary to the current cloud provider’s 
environment

Innovartus is further concerned about how and to what extent the current cloud pro-
vider will support and cooperate with the migration process.
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The upcoming chapters establish concepts and terminology that are referenced 
throughout subsequent chapters and parts in this book. It is recommended that 

Chapters 3 and 4 be reviewed, even for those already familiar with cloud computing 
fundamentals. Sections in Chapters 5 and 6 can be selectively skipped by those already 
familiar with the corresponding technology and security topics. 



Chapter 3

Understanding Cloud Computing

3.1 Origins and Infl uences

3.2 Basic Concepts and Terminology

3.3 Goals and Benefi ts

3.4 Risks and Challenges



This is the fi rst of two chapters that provide an overview of introductory cloud com-
puting topics. It begins with a brief history of cloud computing along with short 

descriptions of its business and technology drivers. This is followed by defi nitions of 
basic concepts and terminology, in addition to explanations of the primary benefi ts and 
challenges of cloud computing adoption.

3.1 Origins and Influences

A Brief History

The idea of computing   in a “cloud” traces back to the origins of  utility computing, a 
concept that computer scientist John  McCarthy publicly proposed in 1961:

“If computers of the kind I have advocated become the computers of the future, then com-
puting may someday be organized as a public utility just as the telephone system is a public 
utility. … The computer utility could become the basis of a new and important industry.”

In 1969, Leonard  Kleinrock, a chief scientist of the Advanced Research Projects Agency 
Network or  ARPANET project that seeded the Internet, stated:

“As of now, computer networks are still in their infancy, but as they grow up and become 
sophisticated, we will probably see the spread of ‘computer utilities’ …”.

The general public has been leveraging forms of Internet-based  computer utilities since 
the mid-1990s through various incarnations of search engines (Yahoo!, Google), e-mail 
services (Hotmail, Gmail), open publishing platforms (MySpace, Facebook, YouTube), 
and other types of social media (Twitter, LinkedIn). Though consumer-centric, these 
services popularized and validated core concepts that form the basis of modern-day 
cloud computing.

In the late 1990s,  Salesforce.com pioneered the notion of bringing remotely provisioned 
services into the enterprise. In 2002, Amazon.com launched the   Amazon Web Services 
(AWS) platform, a suite of enterprise-oriented services that provide remotely provi-
sioned storage, computing resources, and business functionality.
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A slightly different evocation of the term “Network Cloud” or “Cloud” was introduced 
in the early 1990s throughout the networking industry. It referred to an abstraction layer 
derived in the delivery methods of data across heterogeneous public and semi-public 
networks that were primarily packet-switched, although cellular networks used the 
“Cloud” term as well. The networking method at this point supported the transmission 
of data from one end-point (local network) to the “Cloud” (wide area network) and then 
further decomposed to another intended end-point. This is relevant, as the networking 
industry still references the use of this term, and is considered an early adopter of the 
concepts that underlie utility computing. 

It wasn’t until 2006 that the term “cloud computing” emerged in the commercial arena. 
It was during this time that Amazon launched its   Elastic Compute Cloud (EC2) ser-
vices that enabled organizations to “lease” computing capacity and processing power 
to run their enterprise applications.  Google Apps also began providing browser-based 
enterprise applications in the same year, and three years later, the Google App Engine 
became another historic milestone.

Definitions

A Gartner report  listing cloud computing at the top of its strategic technology areas 
further reaffi rmed its prominence as an industry trend by announcing its formal defi -
nition as:

“…a style of computing in which scalable and elastic IT-enabled capabilities are delivered 
as a service to external customers using Internet technologies.”

This is a slight revision of Gartner’s original defi nition from 2008, in which “massively 
scalable” was used instead of “scalable and elastic.” This acknowledges the impor-
tance of scalability in relation to the ability to scale vertically and not just to enormous 
proportions.

Forrester Research provided its own defi nition of cloud computing as:

“…a standardized IT capability (services, software, or infrastructure) delivered via Inter-
net technologies in a pay-per-use, self-service way.”

The defi nition that received industry-wide acceptance was composed by the National 
Institute of Standards and Technology (NIST). NIST published its original defi nition 
back in 2009, followed by a revised version after further review and industry input that 
was published in September of 2011:
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“Cloud computing is a model for enabling ubiquitous, convenient, on-demand network 
access to a shared pool of confi gurable computing resources (e.g., networks, servers, stor-
age, applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction. This cloud model is composed of fi ve 
essential characteristics, three service models, and four deployment models.”

This book provides a more concise defi nition:

“Cloud computing is a specialized form of distributed computing that introduces utiliza-
tion models for remotely provisioning scalable and measured resources.”

This simplifi ed defi nition is in line with all of the preceding defi nition variations that 
were put forth by other organizations within the cloud computing industry. The charac-
teristics, service models, and deployment models referenced in the NIST defi nition are 
further covered in Chapter 4.

Business Drivers

Before delving into the layers of technologies that underlie clouds, the motivations that 
led to their creation by industry leaders must fi rst be understood. Several of the primary 
business drivers that fostered modern cloud-based technology are presented in this 
section. 

The origins and inspirations of many of the characteristics, models, and mechanisms 
covered throughout subsequent chapters can be traced back to the upcoming business 
drivers. It is important to note that these infl uences shaped clouds and the overall cloud 
computing market from both ends. They have motivated organizations to adopt cloud 
computing in support of their business automation requirements. They have corre-
spondingly motivated other organizations to become providers of cloud environments 
and cloud technology vendors in order to create and meet the demand to fulfi ll con-
sumer needs.

Capacity Planning

Capacity planning    is the process of determining and fulfi lling future demands of an 
organization’s IT resources, products, and services. Within this context, capacity rep-
resents the maximum amount of work that an IT resource is capable of delivering in 
a given period of time. A discrepancy between the capacity of an IT resource and its 
demand can result in a system becoming either ineffi cient (over-provisioning) or unable 



3.1 Origins and Infl uences 29

to fulfi ll user needs (under-provisioning). Capacity planning is focused on minimizing 
this discrepancy to achieve predictable effi ciency and performance.

Different capacity planning strategies exist:

 • Lead Strategy – adding    capacity to an IT resource in anticipation of demand

 • Lag Strategy – adding capacity when the IT resource reaches its full capacity

 • Match Strategy – adding IT resource capacity in small increments, as demand 
increases

Planning for capacity can be challenging because it requires estimating usage load fl uc-
tuations. There is a constant need to balance peak usage requirements without unneces-
sary over-expenditure on infrastructure. An example is outfi tting IT infrastructure to 
accommodate maximum usage loads which can impose unreasonable fi nancial invest-
ments. In such cases, moderating investments can result in under-provisioning, leading 
to transaction losses and other usage limitations from lowered usage thresholds.

Cost Reduction

A direct alignment     between IT costs and business performance can be diffi cult to main-
tain. The growth of IT environments often corresponds to the assessment of their maxi-
mum usage requirements. This can make the support of new and expanded business 
automations an ever-increasing investment. Much of this required investment is fun-
neled into infrastructure expansion because the usage potential of a given automation 
solution will always be limited by the processing power of its underlying infrastructure.

Two costs need to be accounted for: the cost of acquiring new infrastructure, and the 
cost of its ongoing ownership. Operational overhead represents a considerable share of 
IT budgets, often exceeding up-front investment costs.

Common forms of infrastructure-related operating overhead include the following:

 • technical personnel required to keep the environment operational

 • upgrades and patches that introduce additional testing and deployment cycles

 • utility bills and capital expense investments for power and cooling

 • security and access control measures that need to be maintained and enforced to 
protect infrastructure resources

 • administrative and accounts staff that may be required to keep track of licenses 
and support arrangements
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The on-going ownership of internal technology infrastructure can encompass bur-
densome responsibilities that impose compound impacts on corporate budgets. An 
IT department can consequently become a signifi cant—and at times overwhelming—
drain on the business, potentially inhibiting its responsiveness, profi tability, and overall 
evolution.

Organizational Agility

Businesses need the    ability to adapt and evolve to successfully face change caused by 
both internal and external factors. Organizational agility is the measure of an organiza-
tion’s responsiveness to change. 

An IT enterprise often needs to respond to business change by scaling its IT resources 
beyond the scope of what was previously predicted or planned for. For example, infra-
structure may be subject to limitations that prevent the organization from responding 
to usage fl uctuations—even when anticipated—if previous capacity planning efforts 
were restricted by inadequate budgets.

In other cases, changing business needs and priorities may require IT resources to be 
more available and reliable than before. Even if suffi cient infrastructure is in place for 
an organization to support anticipated usage volumes, the nature of the usage may gen-
erate runtime exceptions that bring down hosting servers. Due to a lack of reliability 
controls within the infrastructure, responsiveness to consumer or customer require-
ments may be reduced to a point whereby a business’ overall continuity is threatened.

On a broader scale, the up-front investments and infrastructure ownership costs that 
are required to enable new or expanded business automation solutions may themselves 
be prohibitive enough for a business to settle for IT infrastructure of less-than-ideal 
quality, thereby decreasing its ability to meet real-world requirements.

Worse yet, the business may decide against proceeding with an automation solution 
altogether upon review of its infrastructure budget, because it simply cannot afford 
to. This form of inability to respond can inhibit an organization from keeping up with 
market demands, competitive pressures, and its own strategic business goals. 

Technology Innovations

Established technologies are often used as inspiration and, at times, the actual foun-
dations upon which new technology innovations are derived and built. This section 
briefl y describes the pre-existing technologies considered to be the primary infl uences 
on cloud computing.
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Clustering

A cluster is a group   of independent IT resources that are interconnected and work as 
a single system. System failure rates are reduced while availability and reliability are 
increased, since redundancy and failover features are inherent to the cluster.

A general prerequisite of hardware clustering is that its component systems have rea-
sonably identical hardware and operating systems to provide similar performance lev-
els when one failed component is to be replaced by another. Component devices that 
form a cluster are kept in synchronization through dedicated, high-speed communica-
tion links.

The basic concept of built-in redundancy and failover is core to cloud platforms. Clus-
tering technology is explored further in Chapter 8 as part of the Resource Cluster mecha-
nism description.

Grid Computing

A computing grid    (or “computational grid”) provides a platform in which computing 
resources are organized into one or more logical pools. These pools are collectively 
coordinated to provide a high performance distributed grid, sometimes referred to as a 
“super virtual computer.” Grid computing differs from clustering in that grid systems 
are much more loosely coupled and distributed. As a result, grid computing systems 
can involve computing resources that are heterogeneous and geographically dispersed, 
which is generally not possible with cluster computing-based systems.

Grid computing has been an on-going research area in computing science since the 
early 1990s. The technological advancements achieved by grid computing projects have 
infl uenced various aspects of cloud computing platforms and mechanisms, specifi cally 
in relation to common feature-sets such as networked access, resource pooling, and 
scalability and resiliency. These types of features can be established by both grid com-
puting and cloud computing, in their own distinctive approaches.

For example, grid computing is based on a middleware layer that is deployed on com-
puting resources. These IT resources participate in a grid pool that implements a series 
of workload distribution and coordination functions. This middle tier can contain load 
balancing logic, failover controls, and autonomic confi guration management, each hav-
ing previously inspired similar—and several more sophisticated—cloud computing 
technologies. It is for this reason that some classify cloud computing as a descendant of 
earlier grid computing initiatives.
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Virtualization

Virtualization represents   a technology platform used for the creation of virtual instances 
of IT resources. A layer of virtualization software allows physical IT resources to pro-
vide multiple virtual images of themselves so that their underlying processing capabili-
ties can be shared by multiple users. 

Prior to the advent of virtualization technologies, software was limited to residing on 
and being coupled with static hardware environments. The virtualization process sev-
ers this software-hardware dependency, as hardware requirements can be simulated by 
emulation software running in virtualized environments.

Established virtualization technologies can be traced to several cloud characteristics 
and cloud computing mechanisms, having inspired many of their core features. As 
cloud computing evolved, a generation of modern virtualization technologies emerged 
to overcome the performance, reliability, and scalability limitations of traditional virtu-
alization platforms.

As a foundation of contemporary cloud technology, modern virtualization provides a 
variety of virtualization types and technology layers that are discussed separately in 
Chapter 5. 

Technology Innovations vs. Enabling Technologies

It is essential to highlight   several other areas of technology that continue to contribute 
to modern-day cloud-based platforms. These are distinguished as cloud-enabling tech-
nologies, the following of which are covered in Chapter 5:

 • Broadband Networks and Internet Architecture

 • Data Center Technology

 • (Modern) Virtualization Technology

 • Web Technology

 • Multitenant Technology

 • Service Technology

Each of these cloud-enabling technologies existed in some form prior to the formal 
advent of cloud computing. Some were refi ned further, and on occasion even redefi ned, 
as a result of the subsequent evolution of cloud computing. 
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SUMMARY OF KEY POINTS

• The primary business drivers that exposed the need for cloud computing 
and led to its formation include capacity planning, cost reduction, and orga-
nizational agility.

• The primary technology innovations that influenced and inspired key distin-
guishing features and aspects of cloud computing include clustering, grid 
computing, and traditional forms of virtualization.

3.2 Basic Concepts and Terminology

This section  establishes a set of basic terms that represent the fundamental concepts 
and aspects pertaining to the notion of a cloud and its most primitive artifacts.

Cloud

A cloud refers  to a distinct IT environment that is designed for the purpose of remotely 
provisioning scalable and measured IT resources. The term originated as a metaphor 
for the Internet which is, in essence, a network of networks providing remote access to 
a set of decentralized IT resources. Prior to cloud computing becoming its own formal-
ized IT industry segment, the symbol of a cloud was commonly used to represent the 
Internet in a variety of specifi cations and mainstream documentation of Web-based 
architectures. This same symbol is now used to specifi cally represent the boundary of 
a cloud environment, as shown in Figure 3.1.

Figure 3.1
The symbol used to denote the 
boundary of a cloud environment.

It is important to distinguish the  term “cloud” and the cloud symbol from the Inter-
net. As a specifi c environment used to remotely provision IT resources, a cloud has a 
fi nite boundary. There are many individual clouds that are accessible via the Internet. 
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Whereas the Internet provides open access to many Web-based IT resources, a cloud is 
typically privately owned and offers access to IT resources that is metered.

Much of the Internet is dedicated to the access of content-based IT resources published 
via the World Wide Web. IT resources provided by cloud environments, on the other 
hand, are dedicated to supplying back-end processing capabilities and user-based 
access to these capabilities. Another key distinction is that it is not necessary for clouds 
to be Web-based even if they are commonly based on Internet protocols and technolo-
gies. Protocols refer to standards and methods that allow computers to communicate 
with each other in a pre-defi ned and structured manner. A cloud can be based on the 
use of any protocols that allow for the remote access to its IT resources.

NOTE

Diagrams in this book depict the Internet using the globe 
symbol.

IT Resource

An IT resource is  a physical or virtual IT-related artifact that can be either software-
based, such as a virtual server or a custom software program, or hardware-based, such 
as a physical server or a network device (Figure 3.2). 

Figure 3.2
Examples of common IT resources and their corresponding symbols.

Figure 3.3 illustrates how the cloud symbol can be used to defi ne a boundary for a 
cloud-based environment that hosts and provisions a set of IT resources. The displayed 
IT resources are consequently considered to be cloud-based IT resources.
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Technology architectures and various interaction scenarios involving IT resources are 
illustrated in diagrams like the one shown in Figure 3.3. It is important to note the fol-
lowing points when studying and working with these diagrams:

 • The IT resources shown within the boundary of a given cloud symbol usually do 
not represent all of the available IT resources hosted by that cloud. Subsets of IT 
resources are generally highlighted to demonstrate a particular topic.

 • Focusing on the relevant aspects of a topic requires many of these diagrams to 
intentionally provide abstracted views of the underlying technology architectures. 
This means that only a portion of the actual technical details are shown.

Furthermore, some diagrams will display IT resources outside of the cloud symbol. 
This convention is used to indicate IT resources that are not cloud-based.

Figure 3.3
A cloud is hosting eight IT resources: three virtual servers, two cloud services, and three storage devices.
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NOTE

The virtual server IT resource displayed in Figure 3.2 is further discussed 
in Chapters 5 and 7. Physical servers are sometimes referred to as    physi-
cal hosts (or just hosts) in reference to the fact that they are responsible 
for hosting virtual servers.

On-Premise 

As a distinct and  remotely accessible environment, a cloud represents an option for the 
deployment of IT resources. An IT resource that is hosted in a conventional IT enter-
prise within an organizational boundary (that does not specifi cally represent a cloud) 
is considered to be located on the premises of the IT enterprise, or on-premise for short. 
In other words, the term “on-premise” is another way of stating “on the premises of a 
controlled IT environment that is not cloud-based.” This term is used to qualify an IT 
resource as an alternative to “cloud-based.” An IT resource that is on-premise cannot be 
cloud-based, and vice-versa.

Note the following key points:

 • An on-premise IT resource can access and interact with a cloud-based IT resource.

 • An on-premise IT resource can be moved to a cloud, thereby changing it to a 
cloud-based IT resource.

 • Redundant deployments of an IT resource can exist in both on-premise and cloud-
based environments.

If the distinction between on-premise and cloud-based IT resources is confusing in rela-
tion to private clouds (described in the Cloud Deployment Models section of Chapter 4), 
then an alternative qualifi er can be used. 

Cloud Consumers and Cloud Providers

The party that   provides cloud-based IT resources is the cloud provider. The party that 
uses cloud-based IT resources is the cloud consumer. These terms represent roles usually 
assumed by organizations in relation to clouds and corresponding cloud provisioning 
contracts. These roles are formally defi ned in Chapter 4, as part of the Roles and Boundar-
ies section.
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Scaling

Scaling, from an IT resource perspective, represents the ability of the IT resource to 
handle increased or decreased usage demands. 

The following are types of scaling:

 • Horizontal Scaling – scaling out and scaling in

 • Vertical Scaling – scaling up and scaling down

The next two sections briefl y describe each.

Horizontal Scaling

The allocating   or releasing of IT resources that are of the same type is referred to as hori-
zontal scaling (Figure 3.4). The horizontal allocation of resources is referred to as  scaling 
out and the horizontal releasing of resources is referred to as scaling in. Horizontal scal-
ing is a common form of scaling within cloud environments.

Figure 3.4
An IT resource (Virtual Server A) is scaled out by adding more of the same IT resources (Virtual 
Servers B and C).

Vertical Scaling

When an  existing IT resource is replaced by another with higher or lower capacity, 
vertical scaling is considered to have occurred (Figure 3.5). Specifi cally, the replacing of 
an IT resource with another that has a higher capacity is referred to as scaling up and 
the replacing an IT resource with another that has a lower capacity is considered scal-
ing down. Vertical scaling is less common in cloud environments due to the downtime 
required while the replacement is taking place.
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Table 3.1 provides a brief overview of common pros and cons associated with horizontal 
and vertical scaling.

Horizontal Scaling Vertical Scaling

less expensive 
(through commodity hardware 

components)

more expensive 
(specialized servers)

IT resources instantly available IT resources normally instantly available 

resource replication and automated scaling additional setup is normally needed

additional IT resources needed no additional IT resources needed 

not limited by hardware capacity limited by maximum hardware capacity

Table 3.1
A comparison of horizontal and vertical scaling.

Cloud Service

Although a cloud is   a remotely accessible environment, not all IT resources residing 
within a cloud can be made available for remote access. For example, a database or a 
physical server deployed within a cloud may only be accessible by other IT resources 
that are within the same cloud. A software program with a published API may be 
deployed specifi cally to enable access by remote clients.

Figure 3.5
An IT resource (a virtual server with two CPUs) is 
scaled up by replacing it with a more powerful IT 
resource with increased capacity for data storage 
(a physical server with four CPUs).
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A cloud service is any IT resource that is made remotely accessible via a cloud. Unlike 
other IT fi elds that fall under the service technology umbrella—such as service- oriented 
architecture—the term “service” within the context of cloud computing is especially 
broad. A cloud service can exist as a simple Web-based software program with a techni-
cal interface invoked via the use of a messaging protocol, or as a remote access point for 
administrative tools or larger environments and other IT resources.

In Figure 3.6, the yellow circle symbol is used to represent the cloud service as a simple 
Web-based software program. A different IT resource symbol may be used in the latter 
case, depending on the nature of the access that is provided by the cloud service.

The driving motivation behind cloud computing is to provide IT resources as services 
that encapsulate other IT resources, while offering functions for clients to use and lever-
age remotely. A multitude of models for generic types of cloud services have emerged, 
most of which are labeled with the “as-a-service” suffi x.

Figure 3.6
A cloud service with a published technical interface is being accessed by a consumer outside of the 
cloud (left). A cloud service that exists as a virtual server is also being accessed from outside of the 
cloud’s boundary (right). The cloud service on the left is likely being invoked by a consumer program 
that was designed to access the cloud service’s published technical interface. The cloud service on 
the right may be accessed by a human user that has remotely logged on to the virtual server.

NOTE

Cloud service usage conditions are typically expressed in a   service-level 
agreement (SLA) that is the human-readable part of a service contract 
between a cloud provider and cloud consumer that describes QoS 
features, behaviors, and limitations of a cloud-based service or other 
provisions. 
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Cloud Service Consumer

The  cloud service consumer is a temporary runtime role assumed by a software program 
when it accesses a cloud service.

As shown in Figure 3.7, common types of cloud service consumers can include software 
programs and services capable of remotely accessing cloud services with published ser-
vice contracts, as well as workstations, laptops and mobile devices running software 
capable of remotely accessing other IT resources positioned as cloud services.

An SLA provides details of various measurable characteristics related to 
IT outcomes, such as uptime, security characteristics, and other specific 
QoS features, including availability, reliability, and performance. Since the 
implementation of a service is hidden from the cloud consumer, an SLA 
becomes a critical specification. SLAs are covered in detail in Chapter 16.

Figure 3.7
Examples of cloud service consumers. Depending on the nature of a given 
diagram, an artifact labeled as a cloud service consumer may be a software 
program or a hardware device (in which case it is implied that it is running a 
software program capable of acting as a cloud service consumer).

3.3 Goals and Benefits

The common benefi ts associated with adopting cloud computing are explained in this 
section.

NOTE

The following sections make reference to the terms “public cloud” and 
“private cloud.” These terms are described in the Cloud Deployment 
Models section in Chapter 4.
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Reduced Investments and Proportional Costs

Similar to a product    wholesaler that purchases goods in bulk for lower price points, pub-
lic cloud providers base their business model on the mass-acquisition of IT resources 
that are then made available to cloud consumers via attractively priced leasing pack-
ages. This opens the door for organizations to gain access to powerful infrastructure 
without having to purchase it themselves. 

The most common economic rationale for investing in cloud-based IT resources is in 
the reduction or outright elimination of up-front IT investments, namely hardware and 
software purchases and ownership costs. A cloud’s Measured Usage characteristic rep-
resents a feature-set that allows measured operational expenditures (directly related to 
business performance) to replace anticipated capital expenditures. This is also referred 
to as proportional costs.

This elimination or minimization of up-front fi nancial commitments allows enterprises 
to start small and accordingly increase IT resource allocation as required. Moreover, 
the reduction of up-front capital expenses allows for the capital to be redirected to the 
core business investment. In its most basic form, opportunities to decrease costs are 
derived from the deployment and operation of large-scale data centers by major cloud 
providers. Such data centers are commonly located in destinations where real estate, IT 
professionals, and network bandwidth can be obtained at lower costs, resulting in both 
capital and operational savings. 

The same rationale applies to operating systems, middleware or platform software, and 
application software. Pooled IT resources are made available to and shared by multiple 
cloud consumers, resulting in increased or even maximum possible utilization. Opera-
tional costs and ineffi ciencies can be further reduced by applying proven practices and 
patterns for optimizing cloud architectures, their management, and their governance. 

Common measurable benefi ts to cloud consumers include:

 • On-demand access to pay-as-you-go computing resources on a short-term basis 
(such as processors by the hour), and the ability to release these computing 
resources when they are no longer needed.

 • The perception of having unlimited computing resources that are available on 
demand, thereby reducing the need to prepare for provisioning.

 • The ability to add or remove IT resources at a fine-grained level, such as modify-
ing available storage disk space by single gigabyte increments.
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 • Abstraction of the infrastructure so applications are not locked into devices or 
locations and can be easily moved if needed.

For example, a company with sizable batch-centric tasks can complete them as quickly 
as their application software can scale. Using 100 servers for one hour costs the same 
as using one server for 100 hours. This “elasticity” of IT resources, achieved without 
requiring steep initial investments to create a large-scale computing infrastructure, can 
be extremely compelling.

Despite the ease with which many identify the fi nancial benefi ts of cloud computing, 
the actual economics can be complex to calculate and assess. The decision to proceed 
with a cloud computing adoption strategy will involve much more than a simple com-
parison between the cost of leasing and the cost of purchasing. For example, the fi nan-
cial benefi ts of dynamic scaling and the risk transference of both over-provisioning 
(under-utilization) and under-provisioning (over-utilization) must also be accounted 
for. Chapter 15 explores common criteria and formulas for performing detailed fi nan-
cial comparisons and assessments.

NOTE

Another area of cost savings offered by clouds is the  “as-a-service” 
usage model, whereby technical and operational implementation details 
of IT resource provisioning are abstracted from cloud consumers and 
packaged into “ready-to-use” or “off-the-shelf” solutions. These services-
based products can simplify and expedite the development, deployment, 
and administration of IT resources when compared to performing equiva-
lent tasks with on-premise solutions. The resulting savings in time and 
required IT expertise can be significant and can contribute to the justifica-
tion of adopting cloud computing.

Increased Scalability

By providing  pools of IT resources, along with tools and technologies designed to lever-
age them collectively, clouds can instantly and dynamically allocate IT resources to 
cloud consumers, on-demand or via the cloud consumer’s direct confi guration. This 
empowers cloud consumers to scale their cloud-based IT resources to accommodate 
processing fl uctuations and peaks automatically or manually. Similarly, cloud-based IT 
resources can be released (automatically or manually) as processing demands decrease. 
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A simple example of usage demand fl uctuations throughout a 24 hour period is pro-
vided in  Figure 3.8.

The inherent, built-in feature of clouds to provide fl exible levels of scalability to IT 
resources is directly related to the aforementioned proportional costs benefi t. Besides 
the evident fi nancial gain to the automated reduction of scaling, the ability of IT 
resources to always meet and fulfi ll unpredictable usage demands avoids potential loss 
of business that can occur when usage thresholds are met.

NOTE

When associating the benefit of Increased Scalability with the capacity 
planning strategies introduced earlier in the Business Drivers section, the 
Lag and Match Strategies are generally more applicable due to a cloud’s 
ability to scale IT resources on-demand.

Increased Availability and Reliability

The   availability and reliability of IT resources are directly associated with tangible 
business benefi ts. Outages limit the time an IT resource can be “open for business” 
for its customers, thereby limiting its usage and revenue generating potential. Runtime 
failures that are not immediately corrected can have a more signifi cant impact during 
high-volume usage periods. Not only is the IT resource unable to respond to customer 
requests, its unexpected failure can decrease overall customer confi dence.

Figure 3.8
An example of an organization’s 
changing demand for an IT 
resource over the course of a day.



44 Chapter 3: Understanding Cloud Computing

A hallmark of the typical cloud environment is its intrinsic ability to provide extensive 
support for increasing the availability of a cloud-based IT resource to minimize or even 
eliminate outages, and for increasing its reliability so as to minimize the impact of run-
time failure conditions.

Specifi cally:

 • An IT resource with increased availability is accessible for longer periods of 
time (for example, 22 hours out of a 24 hour day). Cloud providers generally 
offer “ resilient” IT resources for which they are able to guarantee high levels of 
availability.

 • An IT resource with increased reliability is able to better avoid and recover from 
exception conditions. The modular architecture of cloud environments provides 
extensive failover support that increases reliability.

It is important that organizations carefully examine the SLAs offered by cloud provid-
ers when considering the leasing of cloud-based services and IT resources. Although 
many cloud environments are capable of offering remarkably high levels of availability 
and reliability, it comes down to the guarantees made in the SLA that typically repre-
sent their actual contractual obligations.

SUMMARY OF KEY POINTS

• Cloud environments are comprised of highly extensive infrastructure that 
offers pools of IT resources that can be leased using a pay-for-use model 
whereby only the actual usage of the IT resources is billable. When com-
pared to equivalent on-premise environments, clouds provide the potential 
for reduced initial investments and operational costs proportional to mea-
sured usage.

• The inherent ability of a cloud to scale IT resources enables organizations 
to accommodate unpredictable usage fluctuations without being limited by 
pre-defined thresholds that may turn away usage requests from customers. 
Conversely, the ability of a cloud to decrease required scaling is a feature 
that relates directly to the proportional costs benefit.

• By leveraging cloud environments to make IT resources highly available 
and reliable, organizations are able to increase quality-of-service guaran-
tees to customers and further reduce or avoid potential loss of business 
resulting from unanticipated runtime failures. 
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3.4 Risks and Challenges

Several of the  most critical cloud computing challenges pertaining mostly to cloud con-
sumers that use IT resources located in public clouds are presented and examined.

Increased Security Vulnerabilities

The moving   of business data to the cloud means that the responsibility over data secu-
rity becomes shared with the cloud provider. The remote usage of IT resources requires 
an expansion of trust boundaries by the cloud consumer to include the external cloud. 
It can be diffi cult to establish a security architecture that spans such a trust boundary 
without introducing vulnerabilities, unless cloud consumers and cloud providers hap-
pen to support the same or compatible security frameworks—which is unlikely with 
public clouds.

Another consequence of overlapping trust boundaries relates to the cloud provider’s 
privileged access to cloud consumer data. The extent to which the data is secure is now 
limited to the security controls and policies applied by both the cloud consumer and 
cloud provider. Furthermore, there can be overlapping trust boundaries from different 
cloud consumers due to the fact that cloud-based IT resources are commonly shared. 

The overlapping of trust boundaries and the increased exposure of data can provide 
malicious cloud consumers (human and automated) with greater opportunities to 
attack IT resources and steal or damage business data. Figure 3.9 illustrates a scenario 
whereby two organizations accessing the same cloud service are required to extend 
their respective trust boundaries to the cloud, resulting in overlapping trust bound-
aries. It can be challenging for the cloud provider to offer security mechanisms that 
accommodate the security requirements of both cloud service consumers. 

Overlapping trust boundaries is a security threat that is discussed in more detail in 
Chapter 6.

Reduced Operational Governance Control

Cloud consumers   are usually allotted a level of governance control that is lower than 
that over on-premise IT resources. This can introduce risks associated with how the 
cloud provider operates its cloud, as well as the external connections that are required 
for communication between the cloud and the cloud consumer. 
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Consider the following examples: 

 • An unreliable cloud provider may not maintain the guarantees it makes in the 
SLAs that were published for its cloud services. This can jeopardize the quality of 
the cloud consumer solutions that rely on these cloud services.

 • Longer geographic distances between the cloud consumer and cloud provider can 
require additional network hops that introduce fl uctuating latency and potential 
bandwidth constraints. 

The latter scenario is illustrated in Figure 3.10.

Figure 3.9
The shaded area with diagonal lines indicates the overlap of two organizations’ trust boundaries.
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Legal contracts, when combined with SLAs, technology inspections, and monitoring, 
can mitigate governance risks and issues. A cloud governance system is established 
through SLAs, given the “as-a-service” nature of cloud computing. A cloud consumer 
must keep track of the actual service level being offered and the other warranties that 
are made by the cloud provider.

Note that different cloud delivery models offer varying degrees of operational control 
granted to cloud consumers, as further explained in Chapter 4.

Limited Portability Between Cloud Providers

Due to a lack of   established industry standards within the cloud computing industry, 
public clouds are commonly proprietary to various extents. For cloud consumers that 
have custom-built solutions with dependencies on these proprietary environments, it 
can be challenging to move from one cloud provider to another. 

Portability is a measure used to determine the impact of moving cloud consumer IT 
resources and data between clouds (Figure 3.11).

Figure 3.10
An unreliable network connection compromises the quality of communication between cloud 
consumer and cloud provider environments.
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Multi-Regional Compliance and Legal Issues

Third-party cloud providers    will frequently establish data centers in affordable or con-
venient geographical locations. Cloud consumers will often not be aware of the physical 
location of their IT resources and data when hosted by public clouds. For some orga-
nizations, this can pose serious legal concerns pertaining to industry or government 
regulations that specify data privacy and storage policies. For example, some UK laws 
require personal data belonging to UK citizens to be kept within the United Kingdom.

Another potential legal issue pertains to the accessibility and disclosure of data. Coun-
tries have laws that require some types of data to be disclosed to certain government 

Figure 3.11
A cloud consumer’s application has a decreased level of portability when assessing a potential migration from Cloud 
A to Cloud B, because the cloud provider of Cloud B does not support the same security technologies as Cloud A.
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agencies or to the subject of the data. For example, a European cloud consumer’s data 
that is located in the U.S. can be more easily accessed by government agencies (due to 
the U.S. Patriot Act) when compared to data located in many European Union countries. 

Most regulatory frameworks recognize that cloud consumer organizations are ulti-
mately responsible for the security, integrity, and storage of their own data, even when 
it is held by an external cloud provider. 

SUMMARY OF KEY POINTS

• Cloud environments can introduce distinct security challenges, some of 
which pertain to overlapping trust boundaries imposed by a cloud provider 
sharing IT resources with multiple cloud consumers.

• A cloud consumer’s operational governance can be limited within cloud 
environments due to the control exercised by a cloud provider over its 
platforms.

• The portability of cloud-based IT resources can be inhibited by dependen-
cies upon proprietary characteristics imposed by a cloud. 

• The geographical location of data and IT resources can be out of a cloud 
consumer’s control when hosted by a third-party cloud provider. This can 
introduce various legal and regulatory compliance concerns.
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Chapter 4

Fundamental Concepts and Models

4.1 Roles and Boundaries

4.2 Cloud Characteristics

4.3 Cloud Delivery Models

4.4 Cloud Deployment Models



The upcoming sections cover introductory topic areas pertaining to the fundamen-
tal models used to categorize and defi ne clouds and their most common service 

offerings, along with defi nitions of organizational roles and the specifi c set of charac-
teristics that collectively distinguish a cloud.

4.1 Roles and Boundaries

Organizations and humans can assume different types of pre-defi ned roles depending 
on how they relate to and/or interact with a cloud and its hosted IT resources. Each of the 
upcoming roles participates in and carries out responsibilities in relation to cloud-based 
activity. The following sections defi ne these roles and identify their main interactions.

Cloud Provider

The organization that   provides cloud-based IT resources is the cloud provider. When 
assuming the role of cloud provider, an organization is responsible for making cloud 
services available to cloud consumers, as per agreed upon SLA guarantees. The cloud 
provider is further tasked with any required management and administrative duties to 
ensure the on-going operation of the overall cloud infrastructure.

Cloud providers normally own the IT resources that are made available for lease by 
cloud consumers; however, some cloud providers also “resell” IT resources leased from 
other cloud providers.

Cloud Consumer

A cloud consumer is   an organization (or a human) that has a formal contract or arrange-
ment with a cloud provider to use IT resources made available by the cloud provider. 
Specifi cally, the cloud consumer uses a cloud service consumer to access a cloud service 
(Figure 4.1).

The fi gures in this book do not always explicitly label symbols as “cloud consumers.” 
Instead, it is generally implied that organizations or humans shown remotely accessing 
cloud-based IT resources are considered cloud consumers.
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NOTE

When depicting interaction scenarios between cloud-based IT resources and 
consumer organizations, there are no strict rules as to how the terms “cloud 
service consumer” and “cloud consumer” are used in this book. The former is 
usually used to label software programs or applications that programmatically 
interface with a cloud service’s technical contract or API. The latter term is 
more broad in that it can be used to label an organization, an individual access-
ing a user-interface, or a software program that assumes the role of cloud 
consumer when interacting with a cloud, a cloud-based IT resource, or a cloud 
provider. The broad applicability of the “cloud consumer” term is intentional as it 
allows it to be used in figures that explore different types of consumer-provider 
relationships within different technical and business contexts.

Cloud Service Owner 

The person or   organization that legally owns a cloud service is called a cloud service 
owner. The cloud service owner can be the cloud consumer, or the cloud provider that 
owns the cloud within which the cloud service resides. 

For example, either the cloud consumer of Cloud X or the cloud provider of Cloud X 
could own Cloud Service A (Figures 4.2 and 4.3).

Note that a cloud consumer that owns a cloud service hosted by a third-party cloud 
does not necessarily need to be the user (or consumer) of the cloud service. Several cloud 
consumer organizations develop and deploy cloud services in clouds owned by other 
parties for the purpose of making the cloud services available to the general public.

The reason a cloud service owner is not called a cloud resource owner is because the 
cloud service owner role only applies to cloud services (which, as explained in Chap-
ter 3, are externally accessible IT resources that reside in a cloud). 

Figure 4.1
A cloud consumer (Organization A) 
interacts with a cloud service from 
a cloud provider (that owns Cloud 
A). Within Organization A, the cloud 
service consumer is being used to 
access the cloud service.
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Figure 4.2
A cloud consumer can be a cloud service owner when it deploys its own service in a cloud. 

Figure 4.3
A cloud provider becomes a cloud service owner if it deploys its own cloud 
service, typically for other cloud consumers to use. 

Cloud Resource Administrator

A   cloud resource administrator is the person or organization responsible for administering 
a cloud-based IT resource (including cloud services). The cloud resource administrator 
can be (or belong to) the cloud consumer or cloud provider of the cloud within which 
the cloud service resides. Alternatively, it can be (or belong to) a third-party organiza-
tion contracted to administer the cloud-based IT resource. 

For example, a cloud service owner can contract a cloud resource administrator to 
administer a cloud service (Figures 4.4 and 4.5).
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Figure 4.4
A cloud resource administrator can be with a cloud consumer organization and administer remotely 
accessible IT resources that belong to the cloud consumer.

Figure 4.5
A cloud resource administrator can be with a cloud provider organization for which it can administer the cloud provider’s 
internally and externally available IT resources.
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The reason a cloud resource administrator is not referred to as a “cloud service admin-
istrator” is because this role may be responsible for administering cloud-based IT 
resources that don’t exist as cloud services. For example, if the cloud resource adminis-
trator belongs to (or is contracted by) the cloud provider, IT resources not made remotely 
accessible may be administered by this role (and these types of IT resources are not clas-
sifi ed as cloud services).

Additional Roles

The NIST Cloud Computing Reference Architecture defi nes the following supplemen-
tary roles:

 • Cloud Auditor – A third-party   (often accredited) that conducts independent assess-
ments of cloud environments assumes the role of the cloud auditor. The typical 
responsibilities associated with this role include the evaluation of security con-
trols, privacy impacts, and performance. The main purpose of the cloud auditor 
role is to provide an unbiased assessment (and possible endorsement) of a cloud 
environment to help strengthen the trust relationship between cloud consumers 
and cloud providers.

 • Cloud Broker – This   role is assumed by a party that assumes the responsibility of 
managing and negotiating the usage of cloud services between cloud consumers 
and cloud providers. Mediation services provided by cloud brokers include service 
intermediation, aggregation, and arbitrage.

 • Cloud Carrier – The   party responsible for providing the wire-level connectiv-
ity between cloud consumers and cloud providers assumes the role of the cloud 
 carrier. This role is often assumed by network and telecommunication providers.

While each is legitimate, most architectural scenarios covered in this book do not 
include these roles.

Organizational Boundary

An organizational boundary   represents the physical perimeter that surrounds a set of IT 
resources that are owned and governed by an organization. The organizational bound-
ary does not represent the boundary of an actual organization, only an organizational 
set of IT assets and IT resources. Similarly, clouds have an organizational boundary 
(Figure 4.6).
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Trust Boundary

When an organization   assumes the role of cloud consumer to access cloud-based IT 
resources, it needs to extend its trust beyond the physical boundary of the organization 
to include parts of the cloud environment. 

A trust boundary is a logical perimeter that typically spans beyond physical boundaries 
to represent the extent to which IT resources are trusted (Figure 4.7). When analyzing 
cloud environments, the trust boundary is most frequently associated with the trust 
issued by the organization acting as the cloud consumer. 

Figure 4.6
Organizational boundaries of a cloud consumer (left), and a cloud provider (right), 
represented by a broken line notation.

Figure 4.7
An extended trust boundary encompasses the organizational boundaries of the cloud 
provider and the cloud consumer.
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NOTE

Another type of boundary relevant to cloud environments is the   logical 
network perimeter. This type of boundary is classified as a cloud comput-
ing mechanism and is covered in Chapter 7.

SUMMARY OF KEY POINTS

• Common roles associated with cloud-based interaction and relationships 
include the cloud provider, cloud consumer, cloud service owner, and cloud 
resource administrator.

• An organizational boundary represents the physical scope of IT resources 
owned and governed by an organization. A trust boundary is the logical 
perimeter that encompasses the IT resources trusted by an organization.

4.2 Cloud Characteristics

An IT environment requires  a specifi c set of characteristics to enable the remote provi-
sioning of scalable and measured IT resources in an effective manner. These character-
istics need to exist to a meaningful extent for the IT environment to be considered an 
effective cloud.

The following six specifi c characteristics are common to the majority of cloud 
environments:

 • on-demand usage

 • ubiquitous access

 • multitenancy (and resource pooling)

 • elasticity 

 • measured usage

 • resiliency

Cloud providers and cloud consumers can assess these characteristics individually and 
collectively to measure the value offering of a given cloud platform. Although cloud-
based services and IT resources will inherit and exhibit individual characteristics to 
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varying extents, usually the greater the degree to which they are supported and uti-
lized, the greater the resulting value proposition.

NOTE

The NIST definition of cloud computing defines only five characteristics; 
 resiliency is excluded. Resiliency has emerged as an aspect of significant 
importance and its common level of support constitutes its necessary 
inclusion as a common cloud characteristic. 

On-Demand Usage

A cloud consumer  can unilaterally access cloud-based IT resources giving the cloud 
consumer the freedom to self-provision these IT resources. Once confi gured, usage 
of the self-provisioned IT resources can be automated, requiring no further human 
involvement by the cloud consumer or cloud provider. This results in an on-demand 
usage environment. Also known as “on-demand self-service usage,” this characteristic 
enables the service-based and usage-driven features found in mainstream clouds. 

Ubiquitous Access

Ubiquitous access  represents the ability for a cloud service to be widely accessible. Estab-
lishing ubiquitous access for a cloud service can require support for a range of devices, 
transport protocols, interfaces, and security technologies. To enable this level of access 
generally requires that the cloud service architecture be tailored to the particular needs 
of different cloud service consumers.

Multitenancy (and Resource Pooling)

The characteristic of a software program that enables an instance of the program to 
serve different consumers (tenants) whereby each is isolated from the other, is referred 
to as   multitenancy. A cloud provider pools its IT resources to serve multiple cloud service 
consumers by using multitenancy models that frequently rely on the use of virtualiza-
tion technologies. Through the use of multitenancy technology, IT resources can be 
dynamically assigned and reassigned, according to cloud service consumer demands.

Resource pooling allows cloud providers to pool large-scale IT resources to serve mul-
tiple cloud consumers. Different physical and virtual IT resources are dynamically 
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assigned and reassigned according to cloud consumer demand, typically followed by 
execution through statistical multiplexing. Resource pooling is commonly achieved 
through multitenancy technology, and therefore encompassed by this multitenancy 
characteristic. See the Resource Pooling Architecture section in Chapter 11 for a more 
detailed explanation.

Figures 4.8 and 4.9 illustrate the difference between single-tenant and multitenant 
environments.

Figure 4.8
In a single-tenant environment, each cloud consumer has 
a separate IT resource instance.

Figure 4.9
In a multitenant environment, a single instance of an IT 
resource, such as a cloud storage device, serves multiple 
consumers.



4.2 Cloud Characteristics 61

As illustrated in Figure 4.9, multitenancy allows several cloud consumers to use the 
same IT resource or its instance while each remains unaware that it may be used by 
others.

Elasticity 

Elasticity is the  automated ability of a cloud to transparently scale IT resources, as 
required in response to runtime conditions or as pre-determined by the cloud consumer 
or cloud provider. Elasticity is often considered a core justifi cation for the adoption of 
cloud computing, primarily due to the fact that it is closely associated with the Reduced 
Investment and Proportional Costs benefi t. Cloud providers with vast IT resources can 
offer the greatest range of elasticity.

Measured Usage

The  measured usage characteristic represents the ability of a cloud platform to keep track 
of the usage of its IT resources, primarily by cloud consumers. Based on what is mea-
sured, the cloud provider can charge a cloud consumer only for the IT resources actually 
used and/or for the timeframe during which access to the IT resources was granted. In 
this context, measured usage is closely related to the on-demand characteristic.

Measured usage is not limited to tracking statistics for billing purposes. It also encom-
passes the general monitoring of IT resources and related usage reporting (for both 
cloud provider and cloud consumers). Therefore, measured usage is also relevant 
to clouds that do not charge for usage (which may be applicable to the private cloud 
deployment model described in the upcoming Cloud Deployment Models section).

Resiliency

Resilient computing is  a form of failover that distributes redundant implementations 
of IT resources across physical locations. IT resources can be pre-confi gured so that 
if one becomes defi cient, processing is automatically handed over to another redun-
dant implementation. Within cloud computing, the characteristic of resiliency can refer 
to redundant IT resources within the same cloud (but in different physical locations) 
or across multiple clouds. Cloud consumers can increase both the reliability and avail-
ability of their applications by leveraging the resiliency of cloud-based IT resources 
(Figure 4.10). 
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Figure 4.10
A resilient system in which Cloud B hosts a redundant implementation of Cloud Service A to provide failover in 
case Cloud Service A on Cloud A becomes unavailable.
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SUMMARY OF KEY POINTS

• On-demand usage is the ability of a cloud consumer to self-provision and 
use necessary cloud-based services without requiring cloud provider inter-
action. This characteristic is related to measured usage, which represents 
the ability of a cloud to measure the usage of its IT resources.

• Ubiquitous access allows cloud-based services to be accessed by diverse 
cloud service consumers, while multitenancy is the ability of a single 
instance of an IT resource to transparently serve multiple cloud consumers 
simultaneously.

• The elasticity characteristic represents the ability of a cloud to transpar-
ently and automatically scale IT resources out or in. Resiliency pertains to a 
cloud’s inherent failover features.

4.3 Cloud Delivery Models

A cloud delivery model   represents a specifi c, pre-packaged combination of IT resources 
offered by a cloud provider. Three common cloud delivery models have become widely 
established and formalized:

 • Infrastructure-as-a-Service (IaaS)

 • Platform-as-a-Service (PaaS)

 • Software-as-a-Service (SaaS)

These three models are interrelated in how the scope of one can encompass that of 
another, as explored in the Combining Cloud Delivery Models section later in this chapter.

NOTE

Many specialized variations of the three base cloud delivery models have 
emerged, each comprised of a distinct combination of IT resources. Some 
examples include:

 • Storage-as-a-Service

 • Database-as-a-Service

 • Security-as-a-Service
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Infrastructure-as-a-Service (IaaS)

The IaaS delivery model    represents a self-contained IT environment comprised of 
infrastructure-centric IT resources that can be accessed and managed via cloud 
 service-based interfaces and tools. This environment can include hardware, network, 
connectivity, operating systems, and other “raw” IT resources. In contrast to traditional 
hosting or outsourcing environments, with IaaS, IT resources are typically virtualized 
and packaged into bundles that simplify up-front runtime scaling and customization 
of the infrastructure.

The general purpose of an IaaS environment is to provide cloud consumers with a 
high level of control and responsibility over its confi guration and utilization. The IT 
resources provided by IaaS are generally not pre-confi gured, placing the administrative 
responsibility directly upon the cloud consumer. This model is therefore used by cloud 
consumers that require a high level of control over the cloud-based environment they 
intend to create. 

Sometimes cloud providers will contract IaaS offerings from other cloud providers in 
order to scale their own cloud environments. The types and brands of the IT resources 
provided by IaaS products offered by different cloud providers can vary. IT resources 
available through IaaS environments are generally offered as freshly initialized virtual 
instances. A central and primary IT resource within a typical IaaS environment is the 
virtual server. Virtual servers are leased by specifying server hardware requirements, 
such as processor capacity, memory, and local storage space, as shown in Figure 4.11.

 • Communication-as-a-Service

 • Integration-as-a-Service

 • Testing-as-a-Service

 • Process-as-a-Service

Note also that a cloud delivery model can be referred to as a cloud ser-
vice delivery model because each model is classified as a different type 
of cloud service offering. 
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Platform-as-a-Service (PaaS)

The PaaS delivery model represents a pre-defi ned “ready-to-use” environment typically 
comprised of already deployed and confi gured IT resources. Specifi cally, PaaS relies on 
(and is primarily defi ned by) the usage of a ready-made environment that establishes a 
set of pre-packaged products and tools used to support the entire delivery lifecycle of 
custom applications. 

Common reasons a cloud consumer would use and invest in a PaaS environment 
include:

 • The cloud consumer wants to extend on-premise environments into the cloud for 
scalability and economic purposes.

 • The cloud consumer uses the ready-made environment to entirely substitute an 
on-premise environment.

 • The cloud consumer wants to become a cloud provider and deploys its own cloud 
services to be made available to other external cloud consumers.

By working within a ready-made platform, the cloud consumer is spared the administra-
tive burden of setting up and maintaining the bare infrastructure IT resources provided 

Figure 4.11
A cloud consumer is using a virtual server within an IaaS environment. Cloud consumers are provided 
with a range of contractual guarantees by the cloud provider, pertaining to characteristics such as 
capacity, performance, and availability.
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via the IaaS model. Conversely, the cloud consumer is granted a lower level of control 
over the underlying IT resources that host and provision the platform (Figure 4.12).

Figure 4.12
A cloud consumer is accessing a ready-made PaaS environment. The question mark indicates that the 
cloud consumer is intentionally shielded from the implementation details of the platform.

PaaS products are available with different development stacks. For example, Google 
App Engine offers a Java and Python-based environment.

The ready-made environment is further described as a cloud computing mechanism in 
Chapter 7.

Software-as-a-Service (SaaS)

A software program    positioned as a shared cloud service and made available as a “prod-
uct” or generic utility represents the typical profi le of a SaaS offering. The SaaS deliv-
ery model is typically used to make a reusable cloud service widely available (often 
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commercially) to a range of cloud consumers. An entire marketplace exists around SaaS 
products that can be leased and used for different purposes and via different terms 
(Figure 4.13).

A cloud consumer is generally granted very limited administrative control over a SaaS 
implementation. It is most often provisioned by the cloud provider, but it can be legally 
owned by whichever entity assumes the cloud service owner role. For example, an orga-
nization acting as a cloud consumer while using and working with a PaaS environment 
can build a cloud service that it decides to deploy in that same environment as a SaaS 
offering. The same organization then effectively assumes the cloud provider role as the 
SaaS-based cloud service is made available to other organizations that act as cloud con-
sumers when using that cloud service.

Comparing Cloud Delivery Models

Provided in this section     are three tables that compare different aspects of cloud delivery 
model usage and implementation. Table 4.1 contrasts control levels and Table 4.2 com-
pares typical responsibilities and usage.

Figure 4.13
The cloud service consumer is given access the cloud service contract, but not to any underlying 
IT resources or implementation details.



68 Chapter 4: Fundamental Concepts and Models

Cloud Delivery 
Model

Typical Level of Control 
Granted to Cloud 

Consumer

Typical Functionality Made 
Available to Cloud Consumer

SaaS usage and usage-related 
confi guration

access to front-end user-interface

PaaS limited administrative moderate level of administrative 
control over IT resources relevant to 
cloud consumer’s usage of platform

IaaS full administrative full access to virtualized infra-
structure-related IT resources and, 
possibly, to underlying physical IT 
resources

Table 4.1
A comparison of typical cloud delivery model control levels.

Cloud Delivery 
Model

Common Cloud 
Consumer Activities

Common Cloud 
Provider Activities

SaaS uses and confi gures cloud 
service

implements, manages, and maintains 
cloud service

monitors usage by cloud consumers

PaaS develops, tests, deploys, and 
manages cloud services and 
cloud-based solutions

pre-confi gures platform and provi-
sions underlying infrastructure, 
middleware, and other needed IT 
resources, as necessary

monitors usage by cloud consumers

IaaS sets up and confi gures bare 
infrastructure, and installs, 
manages, and monitors any 
needed software

provisions and manages the physical 
processing, storage, networking, and 
hosting required

monitors usage by cloud consumers

Table 4.2
Typical activities carried out by cloud consumers and cloud providers in relation to the cloud delivery models.
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Combining Cloud Delivery Models

The three base  cloud delivery models comprise a natural provisioning hierarchy, 
allowing for opportunities for the combined application of the models to be explored. 
The upcoming sections briefl y highlight considerations pertaining to two common 
combinations. 

IaaS + PaaS

A PaaS environment   will be built upon an underlying infrastructure comparable to the 
physical and virtual servers and other IT resources provided in an IaaS environment. 
Figure 4.14 shows how these two models can conceptually be combined into a simple 
layered architecture.

A cloud provider would not normally need to provision an IaaS environment from its 
own cloud in order to make a PaaS environment available to cloud consumers. So how 
would the architectural view provided by Figure 4.15 be useful or applicable? Let’s say 
that the cloud provider offering the PaaS environment chose to lease an IaaS environ-
ment from a different cloud provider.
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The motivation for such an arrangement may be infl uenced by economics or maybe 
because the fi rst cloud provider is close to exceeding its existing capacity by serv-
ing other cloud consumers. Or, perhaps a particular cloud consumer imposes a legal 
requirement for data to be physically stored in a specifi c region (different from where 
the fi rst cloud provider’s cloud resides), as illustrated in Figure 4.15.

Figure 4.14
A PaaS environment based on the IT resources provided by an underlying IaaS environment.



4.3 Cloud Delivery Models 71

Figure 4.15
An example of a contract between Cloud Providers X and Y, in which services offered by Cloud Provider X are physically 
hosted on virtual servers belonging to Cloud Provider Y. Sensitive data that is legally required to stay in a specific region is 
physically kept in Cloud B, which is physically located in that region.
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IaaS + PaaS + SaaS

All three    cloud delivery models can be combined to establish layers of IT resources that 
build upon each other. For example, by adding on to the preceding layered architecture 
shown in Figure 4.15, the ready-made environment provided by the PaaS environment 
can be used by the cloud consumer organization to develop and deploy its own SaaS 
cloud services that it can then make available as commercial products (Figure 4.16). 

Figure 4.16
A simple layered view of an architecture comprised of IaaS and PaaS environments hosting three SaaS cloud 
service implementations.
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SUMMARY OF KEY POINTS

• The IaaS cloud delivery model offers cloud consumers a high level of 
administrative control over “raw” infrastructure-based IT resources. 

• The PaaS cloud delivery model enables a cloud provider to offer a pre-
configured environment that cloud consumers can use to build and deploy 
cloud services and solutions, albeit with decreased administrative control.

• SaaS is a cloud delivery model for shared cloud services that can be posi-
tioned as commercialized products hosted by clouds. 

• Different combinations of IaaS, PaaS, and SaaS are possible, depending on 
how cloud consumers and cloud providers choose to leverage the natural 
hierarchy established by these base cloud delivery models.

4.4 Cloud Deployment Models

A cloud deployment model   represents a specifi c type of cloud environment, primarily 
distinguished by ownership, size, and access.

There are four common cloud deployment models:

 • Public cloud

 • Community cloud

 • Private cloud

 • Hybrid cloud

The following sections describe each.

Public Clouds

A public cloud  is a publicly accessible cloud environment owned by a third-party cloud 
provider. The IT resources on public clouds are usually provisioned via the previously 
described cloud delivery models and are generally offered to cloud consumers at a cost 
or are commercialized via other avenues (such as advertisement).

The cloud provider is responsible for the creation and on-going maintenance of the 
public cloud and its IT resources. Many of the scenarios and architectures explored in 
upcoming chapters involve public clouds and the relationship between the providers 
and consumers of IT resources via public clouds.
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Figure 4.17 shows a partial view of the public cloud landscape, highlighting some of the 
primary vendors in the marketplace.

Figure 4.17
Organizations act as cloud consumers when accessing cloud services and IT resources made 
available by different cloud providers.

Community Clouds

A  community cloud is similar to a public cloud except that its access is limited to a 
specifi c community of cloud consumers. The community cloud may be jointly owned 
by the community members or by a third-party cloud provider that provisions a public 
cloud with limited access. The member cloud consumers of the community typically 
share the responsibility for defi ning and evolving the community cloud (Figure 4.18). 

Membership in the community does not necessarily guarantee access to or control of all 
the cloud’s IT resources. Parties outside the community are generally not granted access 
unless allowed by the community.
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Private Clouds

A  private cloud is owned by a single organization. Private clouds enable an organiza-
tion to use cloud computing technology as a means of centralizing access to IT resources 
by different parts, locations, or departments of the organization. When a private cloud 
exists as a controlled environment, the problems described in the Risks and Challenges 
section from Chapter 3 do not tend to apply.

Figure 4.18
An example of a “community” of organizations accessing IT resources from a community cloud.
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The use of a private cloud can change how organizational and trust boundaries are 
defi ned and applied. The actual administration of a private cloud environment may be 
carried out by internal or outsourced staff.  

Figure 4.19
A cloud service consumer in the organization’s on-premise environment accesses a cloud service 
hosted on the same organization’s private cloud via a virtual private network.

With a private cloud, the same organization is technically both the cloud consumer and 
cloud provider (Figure 4.19). In order to differentiate these roles:

 • a separate organizational department typically assumes the responsibility for 
provisioning the cloud (and therefore assumes the cloud provider role)

 • departments requiring access to the private cloud assume the cloud consumer role

It is important to use the   terms “on-premise” and “cloud-based” correctly within the 
context of a private cloud. Even though the private cloud may physically reside on the 
organization’s premises, IT resources it hosts are still considered “cloud-based” as long 
as they are made remotely accessible to cloud consumers. IT resources hosted outside 
of the private cloud by the departments acting as cloud consumers are therefore consid-
ered “on-premise” in relation to the private cloud-based IT resources.
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Hybrid Clouds

A  hybrid cloud is a cloud environment comprised of two or more different cloud deploy-
ment models. For example, a cloud consumer may choose to deploy cloud services pro-
cessing sensitive data to a private cloud and other, less sensitive cloud services to a 
public cloud. The result of this combination is a hybrid deployment model (Figure 4.20). 

Figure 4.20 
An organization using a hybrid cloud architecture that utilizes both a private and public cloud.
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Hybrid deployment architectures can be complex and challenging to create and main-
tain due to the potential disparity in cloud environments and the fact that management 
responsibilities are typically split between the private cloud provider organization and 
the public cloud provider. 

Other Cloud Deployment Models

Additional variations of the four base cloud deployment models can exist. Examples 
include:

 • Virtual Private Cloud – Also    known as a “dedicated cloud” or “hosted cloud,” this 
model results in a self-contained cloud environment hosted and managed by a 
public cloud provider, and made available to a cloud consumer.

 • Inter-Cloud – This model  is based on an architecture comprised of two or more 
inter-connected clouds.

SUMMARY OF KEY POINTS

• A public cloud is owned by a third party and generally offers commercial-
ized cloud services and IT resources to cloud consumer organizations.

• A private cloud is owned by an individual organization and resides within 
the organization’s premises. 

• A community cloud is normally limited for access by a group of cloud con-
sumers that may also share responsibility in its ownership.

• A hybrid cloud is a combination of two or more other cloud deployment 
models.
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Modern-day clouds are underpinned by a set of primary technology components 
that collectively enable key features and characteristics associated with contem-

porary cloud computing. The following such technologies are covered in this section:

 • Broadband Networks and Internet Architecture

 • Data Center Technology

 • Virtualization Technology

 • Web Technology 

 • Multitenant Technology

 • Service Technology

Each existed and matured prior to the advent of cloud computing, although cloud 
computing advancements helped further evolve select areas of these cloud-enabling 
technologies.

5.1 Broadband Networks and Internet Architecture

All clouds must    be connected to a network. This inevitable requirement forms an inher-
ent dependency on internetworking.

Internetworks, or the Internet, allow for the remote provisioning of IT resources and are 
directly supportive of ubiquitous network access. Cloud consumers have the option of 
accessing the cloud using only private and dedicated network links in LANs, although 
most clouds are Internet-enabled. The potential of cloud platforms therefore generally 
grows in parallel with advancements in Internet connectivity and service quality.

Internet Service Providers (ISPs)

Established and      deployed by ISPs, the Internet’s largest backbone networks are strategi-
cally interconnected by core routers that connect the world’s multinational networks. 
As shown in Figure 5.1, an ISP network interconnects to other ISP networks and various 
organizations.
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Figure 5.1
Messages travel over dynamic network routes in this ISP internetworking configuration.
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The concept of the Internet was based on a decentralized provisioning and manage-
ment model. ISPs can freely deploy, operate, and manage their networks in addition 
to selecting partner ISPs for interconnection. No centralized entity comprehensively 
governs the Internet, although bodies like the Internet Corporation for Assigned Names 
and Numbers (ICANN) supervise and coordinate Internet communications.

Governmental and regulatory laws dictate the service provisioning conditions for orga-
nizations and ISPs both within and outside of national borders. Certain realms of the 
Internet still require the demarcation of national jurisdiction and legal boundaries.

The Internet’s topology has become a dynamic and complex aggregate of ISPs that are 
highly interconnected via its core protocols. Smaller branches extend from these major 
nodes of interconnection, branching outwards through smaller networks until eventu-
ally reaching every Internet-enabled electronic device.

Worldwide connectivity is enabled through a hierarchical topology composed of Tiers 
1, 2, and 3 (Figure 5.2). The core Tier 1 is made of large-scale, international cloud pro-
viders that oversee massive interconnected global networks, which are connected to 
Tier 2’s large regional providers. The interconnected ISPs of Tier 2 connect with Tier 1 
providers, as well as the local ISPs of Tier 3. Cloud consumers and cloud providers can 
connect directly using a Tier 1 provider, since any operational ISP can enable Internet 
connection.

Figure 5.2
An abstraction of the internetworking 
structure of the Internet.
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The communication links and routers of the Internet and ISP networks are IT resources 
that are distributed among countless traffi c generation paths. Two fundamental compo-
nents used to construct the internetworking architecture are connectionless packet switch-
ing (datagram networks) and router-based interconnectivity.

Connectionless Packet Switching (Datagram Networks)

End-to-end (sender-receiver pair)      data fl ows are divided into packets of a limited size 
that are received and processed through network switches and routers, then queued 
and forwarded from one intermediary node to the next. Each packet carries the neces-
sary location information, such as the Internet Protocol (IP) or Media Access Control 
(MAC) address, to be processed and routed at every source, intermediary, and destina-
tion node.

Router-Based Interconnectivity

A router is a     device that is connected to multiple networks through which it forwards 
packets. Even when successive packets are part of the same data fl ow, routers process 
and forward each packet individually while maintaining the network topology infor-
mation that locates the next node on the communication path between the source and 
destination nodes. Routers manage network traffi c and gauge the most effi cient hop for 
packet delivery, since they are privy to both the packet source and packet destination.

The basic mechanics of internetworking are illustrated in Figure 5.3, in which a mes-
sage is coalesced from an incoming group of disordered packets. The depicted router 
receives and forwards packets from multiple data fl ows.

The communication path that connects a cloud consumer with its cloud provider may 
involve multiple ISP networks. The Internet’s mesh structure connects Internet hosts 
(endpoint systems) using multiple alternative network routes that are determined at 
runtime. Communication can therefore be sustained even during simultaneous net-
work failures, although using multiple network paths can cause routing fl uctuations 
and latency.
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This applies to ISPs that implement the Internet’s internetworking layer and interact 
with other network technologies, as follows:

Physical Network

IP packets are  transmitted through underlying physical networks that connect adjacent 
nodes, such as Ethernet, ATM network, and the 3G mobile HSDPA. Physical networks 
comprise a data link layer that controls data transfer between neighboring nodes, and a 
physical layer that transmits data bits through both wired and wireless media.

Transport Layer Protocol 

Transport layer protocols, such  as the Transmission Control Protocol (TCP) and User 
Datagram Protocol (UDP), use the IP to provide standardized, end-to-end communica-
tion support that facilitates the navigation of data packets across the Internet.

Figure 5.3
Packets traveling through the Internet are directed by a router that arranges 
them into a message.
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Application Layer Protocol

Protocols  such as HTTP, SMTP for e-mail, BitTorrent for P2P, and SIP for IP telephony 
use transport layer protocols to standardize and enable specifi c data packet transfer-
ring methods over the Internet. Many other protocols also fulfi ll application-centric 
requirements and use either TCP/IP or UDP as their primary method of data transfer-
ring across the Internet and LANs. 

Figure 5.4 presents the Internet Reference Model and the protocol stack.

Technical and Business Considerations

Connectivity Issues

In traditional, on-premise     deployment models, enterprise applications and various IT 
solutions are commonly hosted on centralized servers and storage devices residing in 
the organization’s own data center. End-user devices, such as smartphones and laptops, 
access the data center through the corporate network, which provides uninterrupted 
Internet connectivity.

TCP/IP facilitates both Internet access and on-premise data exchange over LANs 
( Figure 5.5). Although not commonly referred to as a cloud model, this confi guration 
has been implemented numerous times for medium and large on-premise networks.

Figure 5.4
A generic view of the Internet reference model and protocol stack.
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Organizations using this deployment model can directly access the network traffi c to 
and from the Internet and usually have complete control over and can safeguard their 
corporate networks using fi rewalls and monitoring software. These organizations also 
assume the responsibility of deploying, operating, and maintaining their IT resources 
and Internet connectivity.

End-user devices that are connected to the network through the Internet can be granted 
continuous access to centralized servers and applications in the cloud (Figure 5.6).

A salient cloud feature that applies to end-user functionality is how centralized IT 
resources can be accessed using the same network protocols regardless of whether they 
reside inside or outside of a corporate network. Whether IT resources are on-premise or 
Internet-based dictates how internal versus external end-users access services, even if 
the end-users themselves are not concerned with the physical location    of cloud-based 
IT resources (Table 5.1).

Figure 5.5
The internetworking architecture of a private cloud. The physical IT resources that constitute the cloud are located and 
managed within the organization. 
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Figure 5.6
The internetworking architecture of an Internet-based cloud deployment model. The Internet is the connecting agent between 
non-proximate cloud consumers, roaming end-users, and the cloud provider’s own network.
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On-Premise IT Resources Cloud-Based IT Resources

internal end-user devices access corporate IT 
services through the corporate network

internal end-user devices access corporate IT 
services through an Internet connection

internal users access corporate IT services 
through the corporate Internet connection 
while roaming in external networks

internal users access corporate IT services 
while roaming in external networks through 
the cloud provider’s Internet connection

external users access corporate IT services 
through the corporate Internet connection

external users access corporate IT services 
through the cloud provider’s Internet 
connection

Table 5.1
A comparison of on-premise and cloud-based internetworking.

Cloud providers can easily confi gure cloud-based IT resources to be accessible for both 
external and internal users through an Internet connection (as previously shown in 
Figure 5.6). This internetworking architecture benefi ts internal users that require ubiq-
uitous access to corporate IT solutions, as well as cloud consumers that need to provide 
Internet-based services to external users. Major cloud providers offer Internet connec-
tivity that is superior to the connectivity of individual organizations, resulting in addi-
tional network usage charges as part of their pricing model.

Network Bandwidth and Latency Issues

In addition to      being affected by the bandwidth of the data link that connects networks 
to ISPs,  end-to-end bandwidth is determined by the transmission capacity of the shared 
data links that connect intermediary nodes. ISPs need to use broadband network tech-
nology to implement the core network required to guarantee end-to-end connectiv-
ity. This type of bandwidth is constantly increasing, as Web acceleration technologies, 
such as dynamic caching, compression, and pre-fetching, continue to improve end-user 
connectivity.

Also referred to as time delay, latency is the amount of time it takes a packet to travel 
from one data node to another. Latency increases with every intermediary node on the 
data packet’s path. Transmission queues in the network infrastructure can result in 
heavy load conditions that also increase network latency. Networks are dependent on 
traffi c conditions in shared nodes, making Internet latency highly variable and often 
unpredictable. 
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Packet networks with “best effort” quality-of-service (QoS) typically transmit pack-
ets on a fi rst-come/fi rst-serve basis. Data fl ows that use congested network paths suf-
fer  service-level degradation in the form of bandwidth reduction, latency increase, or 
packet loss when traffi c is not prioritized.

The nature of packet switching allows data packets to choose routes dynamically as they 
travel through the Internet’s network infrastructure. End-to-end QoS can be impacted 
as a result of this dynamic selecting, since the travel speed of data packets is susceptible 
to conditions like network congestion and is therefore non-uniform.

IT solutions need to be assessed against business requirements that are affected by net-
work bandwidth and latency, which are inherent to cloud interconnection. Bandwidth 
is critical for applications that require substantial amounts of data to be transferred to 
and from the cloud, while latency is critical for applications with a business require-
ment of swift response times.

Cloud Carrier and Cloud Provider Selection

The service levels of Internet      connections between cloud consumers and cloud provid-
ers are determined by their ISPs, which are usually different and therefore include mul-
tiple ISP networks in their paths. QoS management across multiple ISPs is diffi cult to 
achieve in practice, requiring collaboration of the cloud carriers on both sides to ensure 
that their end-to-end service levels are suffi cient for business requirements.

Cloud consumers and cloud providers may need to use multiple cloud carriers in order 
to achieve the necessary level of connectivity and reliability for their cloud applications, 
resulting in additional costs. Cloud adoption can therefore be easier for applications 
with more relaxed latency and bandwidth requirements. 

SUMMARY OF KEY POINTS

• Cloud consumers and cloud providers typically use the Internet to com-
municate, which is based on a decentralized provisioning and management 
model and is not controlled by any centralized entities.

• The main components of internetworking architecture are connectionless 
packet switching and router-based interconnectivity, which use network 
routers and switches. Network bandwidth and latency are characteristics 
that influence QoS, which is heavily impacted by network congestion.
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5.2 Data Center Technology

Grouping IT resources in    close proximity with one another, rather than having them 
geographically dispersed, allows for power sharing, higher effi ciency in shared IT 
resource usage, and improved accessibility for IT personnel. These are the advantages 
that naturally popularized the data center concept. Modern data centers exist as spe-
cialized IT infrastructure used to house centralized IT resources, such as servers, data-
bases, networking and telecommunication devices, and software systems.

Data centers are typically comprised of the following technologies and components:

Virtualization

Data centers     consist of both physical and virtualized IT resources. The physical IT 
resource layer refers to the facility infrastructure that houses computing/networking 
systems and equipment, together with hardware systems and their operating systems 
(Figure 5.7). The resource abstraction and control of the virtualization layer is com-
prised of operational and management tools that are often based on virtualization plat-
forms that abstract the physical computing and networking IT resources as virtualized 
components that are easier to allocate, operate, release, monitor, and control.

Virtualization components are discussed separately in the upcoming Virtualization 
Technology section.

Standardization and Modularity

Data centers      are built upon standardized commodity hardware and designed with 
modular architectures, aggregating multiple identical building blocks of facility infra-
structure and equipment to support scalability, growth, and speedy hardware replace-
ments. Modularity and standardization are key requirements for reducing investment 
and operational costs as they enable economies of scale for the procurement, acquisi-
tion, deployment, operation, and maintenance processes.

Common virtualization strategies and the constantly improving capacity and perfor-
mance of physical devices both favor IT resource consolidation, since fewer physical 
components are needed to support complex confi gurations. Consolidated IT resources 
can serve different systems and be shared among different cloud consumers.
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Automation

Data centers     have specialized platforms that automate tasks like provisioning, 
confi guration, patching, and monitoring without supervision. Advances in data 
center management platforms and tools leverage autonomic computing tech-
nologies to enable self- confi guration and self-recovery. Autonomic computing is 
briefl y discussed in Appendix H: Emerging Technologies (available online only at 
www.servicetechbooks.com/cloud).

Figure 5.7
The common components of a data center working together to provide virtualized 
IT resources supported by physical IT resources.

../../../../../www.servicetechbooks.com/cloud
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Remote Operation and Management

Most of the     operational and administrative tasks of IT resources in data centers are 
commanded through the network’s remote consoles and management systems. Techni-
cal personnel are not required to visit the dedicated rooms that house servers, except 
to perform highly specifi c tasks, such as equipment handling and cabling or hardware-
level installation and maintenance.

High Availability

Since any form     of data center outage signifi cantly impacts business continuity for the 
organizations that use their services, data centers are designed to operate with increas-
ingly higher levels of redundancy to sustain availability. Data centers usually have 
redundant, uninterruptable power supplies, cabling, and environmental control sub-
systems in anticipation of system failure, along with communication links and clus-
tered hardware for load balancing.

Security-Aware Design, Operation, and Management

Requirements     for security, such as physical and logical access controls and data recov-
ery strategies, need to be thorough and comprehensive for data centers, since they are 
centralized structures that store and process business data. 

Due to the sometimes prohibitive nature of building and operating on-premise data 
centers, outsourcing data center-based IT resources has been a common industry prac-
tice for decades. However, the outsourcing models often required long-term consumer 
commitment and usually could not provide elasticity, issues that a typical cloud can 
address via inherent features, such as ubiquitous access, on-demand provisioning, 
rapid elasticity, and pay-per-use. 

Facilities

Data center facilities    are custom-designed locations that are outfi tted with specialized 
computing, storage, and network equipment. These facilities have several functional 
layout areas, as well as various power supplies, cabling, and environmental control 
stations that regulate heating, ventilation, air conditioning, fi re protection, and other 
related subsystems.
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The site and layout of a given data center facility are typically demarcated into segre-
gated spaces. Appendix D provides a breakdown of the common rooms and utilities 
found in data centers.

Computing Hardware

Much of the      heavy processing in data centers is often executed by standardized com-
modity servers that have substantial computing power and storage capacity. Several 
computing hardware technologies are integrated into these modular servers, such as:

 • rackmount form factor server design composed of standardized racks with inter-
connects for power, network, and internal cooling

 • support for different hardware processing architectures, such as x86-32bits, 
x86-64, and RISC

 • a power-effi cient multi-core CPU architecture that houses hundreds of processing 
cores in a space as small as a single unit of standardized racks

 • redundant and hot-swappable components, such as hard disks, power supplies, 
network interfaces, and storage controller cards

Computing architectures such as blade server technologies use rack-embedded physi-
cal interconnections (blade enclosures), fabrics (switches), and shared power supply 
units and cooling fans. The interconnections enhance inter-component networking and 
management while optimizing physical space and power. These systems typically sup-
port individual server hot-swapping, scaling, replacement, and maintenance, which 
benefi ts the deployment of fault-tolerant systems that are based on computer clusters.

Contemporary computing hardware platforms generally support industry-standard 
and proprietary operational and management software systems that confi gure, monitor, 
and control hardware IT resources from remote management consoles. With a properly 
established management console, a single operator can oversee hundreds to thousands 
of physical servers, virtual servers, and other IT resources.

Storage Hardware

Data centers have      specialized storage systems that maintain enormous amounts of digi-
tal information in order to fulfi ll considerable storage capacity needs. These storage 
systems are containers housing numerous hard disks that are organized into arrays.



94 Chapter 5: Cloud-Enabling Technology

Storage systems usually involve the following technologies:

 • Hard Disk Arrays – These arrays  inherently divide and replicate data among multi-
ple physical drives, and increase performance and redundancy by including spare 
disks. This technology is often implemented using redundant arrays of indepen-
dent disks (RAID) schemes, which are typically realized through hardware disk 
array controllers.

 • I/O Caching –  This is generally  performed through hard disk array controllers, 
which enhance disk access times and performance by data caching.

 • Hot-Swappable Hard Disks –  These can be safely removed from arrays without 
requiring prior powering down.

 • Storage Virtualization – This is   realized through the use of virtualized hard disks 
and storage sharing.

 • Fast Data Replication Mechanisms – These    include snapshotting, which is saving a 
virtual machine’s memory into a hypervisor-readable fi le for future reloading, 
and volume cloning, which is copying virtual or physical hard disk volumes and 
partitions.

Storage systems encompass tertiary redundancies, such as robotized tape libraries, 
which are used as backup and recovery systems that typically rely on removable media. 
This type of system can exist as a networked IT resource or direct-attached storage 
(DAS), in which a storage system is directly connected to the computing IT resource 
using a host bus adapter (HBA). In the former case, the storage system is connected to 
one or more IT resources through a network. 

Networked storage devices usually fall into    one of the following categories:

 • Storage Area Network (SAN) – Physical data storage media are connected through 
a dedicated network and provide block-level data storage access using industry 
standard protocols, such as the Small Computer System Interface (SCSI).

 • Network-Attached Storage (NAS) – Hard drive   arrays are contained and managed by 
this dedicated device, which connects through a network and facilitates access to 
data using fi le-centric data access protocols like the Network File System (NFS) or 
Server Message Block (SMB).

NAS, SAN, and other more advanced storage system options provide fault tolerance in 
many components through controller redundancy, cooling redundancy, and hard disk 
arrays that use RAID storage technology.
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Network Hardware

Data centers require extensive network      hardware in order to enable multiple levels of 
connectivity. For a simplifi ed version of networking infrastructure, the data center is 
broken down into fi ve network subsystems, followed by a summary of the most com-
mon elements used for their implementation.

Carrier and External Networks Interconnection

A subsystem related  to the internetworking infrastructure, this interconnection is usu-
ally comprised of backbone routers that provide routing between external WAN con-
nections and the data center’s LAN, as well as perimeter network security devices such 
as fi rewalls and VPN gateways.

Web-Tier Load Balancing and Acceleration

This subsystem  comprises Web acceleration devices, such as XML pre-processors, 
encryption/decryption appliances, and layer 7 switching devices that perform content-
aware routing.

LAN Fabric

The LAN fabric  constitutes the internal LAN and provides high-performance and 
redundant connectivity for all of the data center’s network-enabled IT resources. It is 
often implemented with multiple network switches that facilitate network communica-
tions and operate at speeds of up to ten gigabits per second. These advanced network 
switches can also perform several virtualization functions, such as LAN segregation 
into VLANs, link aggregation, controlled routing between networks, load balancing, 
and failover.

SAN Fabric

Related to the  implementation of storage area networks (SANs) that provide connec-
tivity between servers and storage systems, the SAN fabric is usually implemented 
with Fibre Channel (FC), Fibre Channel over Ethernet (FCoE), and Infi niBand network 
switches.

NAS Gateways

This subsystem  supplies attachment points for NAS-based storage devices and imple-
ments protocol conversion hardware that facilitates data transmission between SAN 
and NAS devices.
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Data center network technologies have operational requirements for scalability and 
high availability that are fulfi lled by employing redundant and/or fault-tolerant confi g-
urations. These fi ve network subsystems improve data center redundancy and reliabil-
ity to ensure that they have enough IT resources to maintain a certain level of service 
even in the face of multiple failures.

Ultra high-speed network optical links can be used to aggregate individual gigabit-per-
second channels into single optical fi bers using multiplexing technologies like dense 
wavelength-division multiplexing (DWDM). Spread over multiple locations and used 
to interconnect server farms, storage systems, and replicated data centers, optical links 
improve transfer speeds and resiliency.

Other Considerations

IT hardware is      subject to rapid technological obsolescence, with lifecycles that typically 
last between fi ve to seven years. The on-going need to replace equipment frequently 
results in a mix of hardware whose heterogeneity can complicate the entire data cen-
ter’s operations and management (although this can be partially mitigated through 
virtualization).

Security is another major issue when considering the role of the data center and the vast 
quantities of data contained within its doors. Even with extensive security precautions 
in place, housing data exclusively at one data center facility means much more can be 
compromised by a successful security incursion than if data was distributed across 
individual unlinked components.

SUMMARY OF KEY POINTS

• A data center is a specialized IT infrastructure that houses centralized IT 
resources, such as servers, databases, and software systems.

• Data center IT hardware is typically comprised of standardized commodity 
servers of increased computing power and storage capacity, while storage 
system technologies include disk arrays and storage virtualization. Tech-
nologies used to increase storage capacity include DAS, SAN, and NAS.

• Computing hardware technologies include rackmounted server arrays and 
multi-core CPU architectures, while specialized high-capacity network hard-
ware and technology, such as content-aware routing, LAN and SAN fabrics, 
and NAS gateways, are used to improve network connectivity.
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5.3 Virtualization Technology

Virtualization is    the process of converting a physical IT resource into a virtual 
IT resource. 

Most types of IT resources can be virtualized, including:

 • Servers – A    physical server can be abstracted into a virtual server.

 • Storage – A physical storage device can be abstracted into a virtual storage device 
or a virtual disk.

 • Network – Physical routers and switches can be abstracted into logical network 
fabrics, such as VLANs.

 • Power – A physical UPS and power distribution units can be abstracted into what 
are commonly referred to as virtual UPSs.

This section focuses on the creation and deployment of virtual servers through server 
virtualization technology.

NOTE

The terms virtual server and virtual machine (VM) are used synonymously 
throughout this book.

The fi rst step in creating a new virtual server through virtualization software is the 
allocation of physical IT resources, followed by the installation of an operating system. 
Virtual servers use their own guest operating systems, which are independent of the 
operating system in which they were created.

Both the guest operating system and the application software running on the virtual 
server are unaware of the virtualization process, meaning these virtualized IT resources 
are installed and executed as if they were running on a separate physical server. This 
uniformity of execution that allows programs to run on physical systems as they would 
on virtual systems is a vital characteristic of virtualization. Guest operating systems 
typically require seamless usage of software products and applications that do not need 
to be customized, confi gured, or patched in order to run in a virtualized environment.

Virtualization software runs on a physical server called a host or physical host, whose 
underlying hardware is made accessible by the virtualization software. The virtualiza-
tion software functionality encompasses system services that are specifi cally related to 
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virtual machine management and not normally found on standard operating systems. 
This is why this software is sometimes referred to as a   virtual machine manager or 
a virtual machine monitor (VMM), but most commonly known as a  hypervisor. (The 
hypervisor is formally described as a cloud computing mechanism in Chapter 8.)

Hardware Independence

The     installation of an operating system’s confi guration and application software in a 
unique IT hardware platform results in many software-hardware dependencies. In a 
non-virtualized environment, the operating system is confi gured for specifi c hardware 
models and requires reconfi guration if these IT resources need to be modifi ed.

Virtualization is a conversion process that translates unique IT hardware into emulated 
and standardized software-based copies. Through hardware independence, virtual 
servers can easily be moved to another virtualization host, automatically resolving mul-
tiple hardware-software incompatibility issues. As a result, cloning and manipulating 
virtual IT resources is much easier than duplicating physical hardware. The architec-
tural models explored in Part III of this book provide numerous examples of this.

Server Consolidation

The coordination     function that is provided by the virtualization software allows mul-
tiple virtual servers to be simultaneously created in the same virtualization host. Virtu-
alization technology enables different virtual servers to share one physical server. This 
process is called server consolidation and is commonly used to increase hardware utiliza-
tion, load balancing, and optimization of available IT resources. The resulting fl exibility 
is such that different virtual servers can run different guest operating systems on the 
same host.

This fundamental capability directly supports common cloud features, such as on-
demand usage, resource pooling, elasticity, scalability, and resiliency.

Resource Replication

Virtual servers    are created as virtual disk images that contain binary fi le copies of hard 
disk content. These virtual disk images are accessible to the host’s operating system, 
meaning simple fi le operations, such as copy, move, and paste, can be used to replicate, 
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migrate, and back up the virtual server. This ease of manipulation and replication is one 
of the most salient features of virtualization technology as it enables:

 • The creation of standardized virtual machine images commonly confi gured to 
include virtual hardware capabilities, guest operating systems, and additional 
application software, for pre-packaging in virtual disk images in support of 
instantaneous deployment.

 • Increased agility in the migration and deployment of a virtual machine’s new 
instances by being able to rapidly scale out and up.

 • The ability to roll back, which is the instantaneous creation of VM snapshots by 
saving the state of the virtual server’s memory and hard disk image to a host-
based fi le. (Operators can easily revert to these snapshots and restore the virtual 
machine to its prior state.)

 • The support of business continuity with effi cient backup and restoration proce-
dures, as well as the creation of multiple instances of critical IT resources and 
applications.

Operating System-Based Virtualization

Operating system-based     virtualization is the installation of virtualization software in 
a pre-existing operating system, which is called the  host operating system (Figure 5.8). 
For example, a user whose workstation is installed with a specifi c version of Windows 
wants to generate virtual servers and installs virtualization software into the host oper-
ating system like any other program. This user needs to use this application to generate 
and operate one or more virtual servers. The user needs to use virtualization software 
to enable direct access to any of the generated virtual servers. Since the host operating 
system can provide hardware devices with the necessary support, operating system 
virtualization can rectify hardware compatibility issues even if the hardware driver is 
not available to the virtualization software.

Hardware independence that is enabled by virtualization allows hardware IT resources 
to be more fl exibly used. For example, consider a scenario in which the host operating 
system has the software necessary for controlling fi ve network adapters that are avail-
able to the physical computer. The virtualization software can make the fi ve network 
adapters available to the virtual server, even if the virtualized operating system is inca-
pable of physically housing fi ve network adapters.
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Virtualization software translates hardware IT resources that require unique software 
for operation into virtualized IT resources that are compatible with a range of operating 
systems. Since the host operating system is a complete operating system in itself, many 
operating system-based services that are available as administration tools can be used 
to manage the physical host. 

Examples of such services include:

 • Backup and Recovery

 • Integration to Directory Services

 • Security Management

Operating system-based virtualization can introduce demands and issues related to 
performance overhead such as:

 • The host operating system consumes CPU, memory, and other hardware IT 
resources.

 • Hardware-related calls from guest operating systems need to traverse several lay-
ers to and from the hardware, which decreases overall performance.

 • Licenses are usually required for host operating systems, in addition to individual 
licenses for each of their guest operating systems.

A concern with     operating system-based virtualization is the processing overhead 
required to run the virtualization software and host operating systems. Implement-
ing a virtualization layer will negatively affect overall system performance. Estimating, 

Figure 5.8
The different logical layers of operating 
system-based virtualization, in which 
the VM is first installed into a full host 
operating system and subsequently 
used to generate virtual machines.
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monitoring, and managing the resulting impact can be challenging because it requires 
expertise in system workloads, software and hardware environments, and sophisti-
cated monitoring tools.

Hardware-Based Virtualization

This option represents     the installation of virtualization software directly on the physical 
host hardware so as to bypass the host operating system, which is presumably engaged 
with operating system-based virtualization (Figure 5.9). Allowing the virtual servers to 
interact with hardware without requiring intermediary action from the host operating 
system generally makes hardware-based virtualization more effi cient.

Figure 5.9
The different logical layers of hardware-
based virtualization, which does not 
require another host operating system.

Virtualization software is typically referred to as a  hypervisor for this type of processing. 
A hypervisor has a simple user-interface that requires a negligible amount of storage 
space. It exists as a thin layer of software that handles hardware management functions 
to establish a virtualization management layer. Device drivers and system services are 
optimized for the provisioning of virtual servers, although many standard operating 
system functions are not implemented. This type of virtualization system is essentially 
used to optimize performance overhead inherent to the coordination that enables mul-
tiple virtual servers to interact with the same hardware platform.

One of the main issues of hardware-based virtualization concerns compatibility with 
hardware devices. The virtualization layer is designed to communicate directly with 
the host hardware, meaning all of the associated device drivers and support software 
need to be compatible with the hypervisor. Hardware device drivers may not be as 
available to hypervisor platforms as they are to operating systems. Host management 
and administration features may further not include the range of advanced functions 
that are common to operating systems. 
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Virtualization Management

Many administrative tasks    can be performed more easily using virtual servers as 
opposed to using their physical counterparts. Modern virtualization software provides 
several advanced management functions that can automate administration tasks and 
reduce the overall operational burden on virtualized IT resources. 

Virtualized IT resource management is often supported by   virtualization infrastruc-
ture management (VIM) tools that collectively manage virtual IT resources and rely on 
a centralized management module, otherwise known as a controller, that runs on a 
dedicated computer. VIMs are commonly encompassed by the resource management 
system mechanism described in Chapter 9. 

Other Considerations

 • Performance Overhead – Virtualization may not be ideal for complex systems that 
have high workloads with little use for resource sharing and replication. A poorly 
formulated virtualization plan can result in excessive performance overhead. A 
common strategy used to rectify the overhead issue is a technique called para-vir-
tualization, which presents a software interface to the virtual machines that is not 
identical to that of the underlying hardware. The software interface has instead 
been modifi ed to reduce the guest operating system’s processing overhead, which 
is more diffi cult to manage. A major drawback of this approach is the need to 
adapt the guest operating system to the para-virtualization API, which can impair 
the use of standard guest operating systems while decreasing solution portability.

 • Special Hardware Compatibility – Many hardware vendors  that distribute special-
ized hardware may not have device driver versions that are compatible with 
virtualization software. Conversely, the software itself may be incompatible with 
recently released hardware versions. These types of incompatibility issues can be 
resolved using established commodity hardware platforms and mature virtualiza-
tion software products.

 • Portability – The programmatic and  management interfaces that establish adminis-
tration environments for a virtualization program to operate with various virtual-
ization solutions can introduce portability gaps due to incompatibilities. Initiatives 
such as the Open Virtualization Format (OVF) for the standardization of virtual 
disk image formats are dedicated to alleviating this concern.
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SUMMARY OF KEY POINTS

• Server virtualization is the process of abstracting IT hardware into virtual 
servers using virtualization software.

• Virtualization provides hardware independence, server consolidation, and 
resource replication, and further supports resource pooling and elastic 
scalability. 

• Virtual servers are realized through either operating system-based or 
hardware-based virtualization.

5.4 Web Technology

Due to cloud computing’s fundamental    reliance on internetworking, Web browser uni-
versality, and the ease of Web-based service development, Web technology is gener-
ally used as both the implementation medium and the management interface for cloud 
services. 

This section introduces the primary Web technologies and discusses their relationship 
to cloud services.

RESOURCES VS. IT RESOURCES

Artifacts accessible via    the World Wide Web are referred to as resources 
or Web resources. This is a more generic term than IT resources, which 
was introduced and defined in Chapter 3. An IT resource, within the 
context of cloud computing, represents a physical or virtual IT-related 
artifact that can be software or hardware-based. A resource on the Web, 
however, can represent a wide range of artifacts accessible via the World 
Wide Web. For example, a JPG image file accessed via a Web browser 
is considered a resource. For examples of common IT resources, see the 
IT Resource section in Chapter 3.

Furthermore, the term resource may be used in a broader sense to refer 
to general types of processable artifacts that may not exist as stand-
alone IT resources. For example, CPUs and RAM memory are types of 
resources that are grouped into resource pools (as explained in Chap-
ter 8) and can be allocated to actual IT resources.
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Basic Web Technology 

The World Wide Web is a system of interlinked IT resources that are accessed through 
the Internet. The two basic components of the Web are the Web browser client and the 
Web server. Other components, such as proxies, caching services, gateways, and load 
balancers, are used to improve Web application characteristics such as scalability and 
security. These additional components reside in a layered architecture that is positioned 
between the client and the server. 

Three fundamental elements comprise the technology architecture of the Web:

 •   Uniform Resource Locator (URL) – A standard syntax used for creating identifi ers 
that point to Web-based resources, the URL is often structured using a logical 
network location.

 •   Hypertext Transfer Protocol (HTTP) – This is the primary communications protocol 
used to exchange content and data throughout the World Wide Web. URLs are 
typically transmitted via HTTP.

 • Markup Languages (HTML, XML) – Markup languages    provide a lightweight 
means of expressing Web-centric data and metadata. The two primary markup 
languages are HTML (which is used to express the presentation of Web pages) 
and XML (which allows for the defi nition of vocabularies used to associate mean-
ing to Web-based data via metadata). 

For example, a Web browser can request to execute an action like read, write, update, 
or delete on a Web resource on the Internet, and proceed to identify and locate the Web 
resource through its URL. The request is sent using HTTP to the resource host, which 
is also identifi ed by a URL. The Web server locates the Web resource and performs the 
requested operation, which is followed by a response being sent back to the client. The 
response may be comprised of content that includes HTML and XML statements.

Web resources are represented as  hypermedia as opposed to hypertext, meaning media 
such as graphics, audio, video, plain text, and URLs can be referenced collectively in 
a single document. Some types of hypermedia resources cannot be rendered without 
additional software or Web browser plug-ins.

Web Applications

A distributed application   that uses Web-based technologies (and generally relies on 
Web browsers for the presentation of user-interfaces) is typically considered a Web appli-
cation. These applications can be found in all kinds of cloud-based environments due to 
their high accessibility.
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Figure 5.10 presents a common architectural abstraction for Web applications that is 
based on the basic three-tier model. The fi rst tier is called the presentation layer, which 
represents the user-interface. The middle tier is the application layer that implements 
application logic, while the third tier is the data layer that is comprised of persistent 
data stores.

Figure 5.10
The three basic architectural tiers of Web 
applications.

The presentation layer has components on both the client and server-side. Web servers 
receive client requests and retrieve requested resources directly as static Web content 
and indirectly as dynamic Web content, which is generated according to the application 
logic. Web servers interact with application servers in order to execute the requested 
application logic, which then typically involves interaction with one or more underlying 
databases.

PaaS ready-made environments enable cloud consumers to develop and deploy Web 
applications. Typical PaaS offerings have separate instances of the Web server, applica-
tion server, and data storage server environments.

NOTE

For more information about URLs, HTTP, HTML, and XML, visit  
www.servicetechspecs.com.

../../../../../www.servicetechspecs.com/default.htm
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SUMMARY OF KEY POINTS

• Web technology is very commonly used for cloud service implementations 
and for front-ends used to remotely manage cloud-based IT resources.

• Fundamental technologies of Web architecture include the URL, HTTP, 
HTML, and XML. 

5.5 Multitenant Technology

The multitenant application    design was created to enable multiple users (tenants) to 
access the same application logic simultaneously. Each tenant has its own view of the 
application that it uses, administers, and customizes as a dedicated instance of the soft-
ware while remaining unaware of other tenants that are using the same application.

Multitenant applications ensure that tenants do not have access to data and confi gura-
tion information that is not their own. Tenants can individually customize features of 
the application, such as:

 • User Interface – Tenants can defi ne a specialized “look and feel” for their applica-
tion interface.

 • Business Process – Tenants can customize the rules, logic, and workfl ows of the 
business processes that are implemented in the application.

 • Data Model – Tenants can extend the data schema of the application to include, 
exclude, or rename fi elds in the application data structures.

 • Access Control – Tenants can independently control the access rights for users 
and groups.

Multitenant application architecture is often signifi cantly more complex than that of 
single-tenant applications. Multitenant applications need to support the sharing of vari-
ous artifacts by multiple users (including portals, data schemas, middleware, and data-
bases), while maintaining security levels that segregate individual tenant operational 
environments. 

Common characteristics of multitenant applications include:

 • Usage Isolation – The usage behavior of one tenant does not affect the application 
availability and performance of other tenants.

 • Data Security – Tenants cannot access data that belongs to other tenants.
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 • Recovery – Backup and restore procedures are separately executed for the data of 
each tenant.

 • Application Upgrades – Tenants are not negatively affected by the synchronous 
upgrading of shared software artifacts.

 • Scalability – The application can scale to accommodate increases in usage by exist-
ing tenants and/or increases in the number of tenants.

 • Metered Usage – Tenants are charged only for the application processing and fea-
tures that are actually consumed.

 • Data Tier Isolation – Tenants can have individual databases, tables, and/or schemas 
isolated from other tenants. Alternatively, databases, tables, and/or schemas can 
be designed to be intentionally shared by tenants.

A multitenant application that is being concurrently used by two different tenants is 
illustrated in Figure 5.11. This type of application is typical with SaaS implementations. 

Figure 5.11
A multitenant application 
that is serving multiple 
cloud service consumers 
simultaneously.
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MULTITENANCY VS. VIRTUALIZATION

Multitenancy is sometimes mistaken for virtualization because the concept 
of multiple tenants is similar to the concept of virtualized instances.

The differences lie in what is multiplied within a physical server acting as 
a host:

 • With virtualization: Multiple virtual copies of the server environment 
can be hosted by a single physical server. Each copy can be provided 
to different users, can be configured independently, and can contain 
its own operating systems and applications.

 • With multitenancy: A physical or virtual server hosting an application 
is designed to allow usage by multiple different users. Each user feels 
as though they have exclusive usage of the application.

5.6 Service Technology

The fi eld of   service technology is a keystone foundation of cloud computing that 
formed the basis of the “as-a-service” cloud delivery models. Several prominent service 
technologies that are used to realize and build upon cloud-based environments are 
described in this section.

ABOUT WEB-BASED SERVICES

Reliant on the use of standardized protocols, Web-based services 
are self-contained units of logic that support  interoperable machine-
to-machine interaction over a network. These services are generally 
designed to communicate via non-proprietary technologies in accordance 
with industry standards and conventions. Because their sole function is 
to process data between computers, these services expose APIs and do 
not have user interfaces. Web services and REST services represent two 
common forms of Web-based services.
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Web Services

Also commonly     prefi xed with “SOAP-based,” Web services represent an established 
and common medium for sophisticated, Web-based service logic. Along with XML, 
the core technologies behind Web services are represented by the following industry 
standards:

 •   Web Service Description Language (WSDL) – This markup language is used to create 
a WSDL defi nition that defi nes the application programming interface (API) of a 
Web service, including its individual operations (functions) and each operation’s 
input and output messages.

 •  XML Schema Defi nition Language (XML Schema) – Messages exchanged by Web 
services must be expressed using XML. XML schemas are created to defi ne the 
data structure of the XML-based input and output messages exchanged by Web 
services. XML schemas can be directly linked to or embedded within WSDL 
defi nitions.

 •   SOAP – Formerly known as the Simple Object Access Protocol, this standard 
defi nes a common messaging format used for request and response messages 
exchanged by Web services. SOAP messages are comprised of body and header 
sections. The former houses the main message content and the latter is used to 
contain metadata that can be processed at runtime.

 •   Universal Description, Discovery, and Integration (UDDI) – This standard regulates 
service registries in which WSDL defi nitions can be published as part of a service 
catalog for discovery purposes.

These four technologies collectively form the fi rst generation of Web service technolo-
gies (Figure 5.12). A comprehensive set of second-generation Web service technologies 
(commonly referred to as WS-*) has been developed to address various additional func-
tional areas, such as security, reliability, transactions, routing, and business process 
automation.

NOTE

To learn more about Web service technologies, read  Web Service 
Contract Design & Versioning for SOA from the Prentice Hall Service 
Technology Series from Thomas Erl. This title covers first and second-
generation Web service standards in technical detail. See 
 www.servicetechbooks.com/wsc for more information.

../../../../../www.servicetechbooks.com/wsc
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Figure 5.12
An overview of how first-generation Web service technologies commonly relate to each other.

REST Services

REST services are    designed according to a set of constraints that shape the service 
architecture to emulate the properties of the World Wide Web, resulting in service 
implementations that rely on the use of core Web technologies (described in the Web 
Technology section).

Unlike Web services, REST services do not have individual technical interfaces but 
instead share a common technical interface that is known as the uniform contract, 
which is typically established via the use of HTTP methods.
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The six REST design constraints  are:

 • Client-Server 

 • Stateless 

 • Cache 

 • Interface/Uniform Contract 

 • Layered System 

 • Code-On-Demand 

Each design constraint is described in detail at  www.whatisrest.com.

NOTE

To learn more about REST services read  SOA with REST: Principles, 
Patterns & Constraints for Building Enterprise Solutions with REST from 
the Prentice Hall Service Technology Series from Thomas Erl. See 
 www.servicetechbooks.com/rest for details.

Service Agents

Service agents are    event-driven programs designed to intercept messages at runtime. 
There are active and passive service agents, both of which are common in cloud envi-
ronments. Active service agents perform an action upon intercepting and reading the 
contents of a message. The action typically requires making changes to the message 
contents (most commonly message header data and less commonly the body content) 
or changes to the message path itself. Passive service agents, on the other hand, do not 
change message contents. Instead, they read the message and may then capture certain 
parts of its contents, usually for monitoring, logging, or reporting purposes.

Cloud-based environments rely heavily on the use of system-level and custom ser-
vice agents to perform much of the runtime monitoring and measuring required to 
ensure that features, such as elastic scaling and pay-for-use billing, can be carried out 
instantaneously.

Several of the mechanisms described in Part II of this book exist as, or rely on the use 
of, service agents.

../../../../../www.whatisrest.com/default.htm
../../../../../www.servicetechbooks.com/rest
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Service Middleware

Falling under the    umbrella of service technology is the large market of middleware plat-
forms that evolved from messaging-oriented middleware (MOM) platforms used pri-
marily to facilitate integration, to sophisticated service middleware platforms designed 
to accommodate complex service compositions.

The two most common types of middleware platforms relevant to services computing 
are the   enterprise service bus (ESB) and the  orchestration platform. The ESB encom-
passes a range of intermediary processing features, including service brokerage, rout-
ing, and message queuing. Orchestration environments are designed to host and execute 
workfl ow logic that drives the runtime composition of services.

Both forms of service middleware can be deployed and operated within cloud-based 
environments.

SUMMARY OF KEY POINTS

• Web-based services, such as Web services and REST services, rely 
on non-proprietary communications and technical interface definitions 
to establish standardized communications frameworks based on Web 
technology.

• Service agents provide event-driven runtime processing that can be applied 
to numerous functional areas within clouds. Many are deployed automati-
cally as part of operating systems and cloud-based products.

• Service middleware, such as ESBs and orchestration platforms, can be 
deployed on clouds.
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DTGOV has   assembled cloud-aware infrastructures in each of its data centers, which 
are comprised of the following components:

 • Tier-3 facility infrastructure, which provides redundant confi gurations for all of 
the central subsystems in the data center facility layer.

 • Redundant connections with utility service providers that have installed local 
capacity for power generation and water supply that activates in the event of 
general failure.

 • An internetwork that supplies an ultra-high bandwidth interconnection between 
the three data centers through dedicated links. 

 • Redundant Internet connections in each data center to multiple ISPs and the 
.GOV extranet, which interconnects DTGOV with its main government clients. 

 • Standardized hardware of higher aggregated capacity that is abstracted by a 
cloud-aware virtualization platform. 

Physical servers are organized on server racks, each of which has two redundant 
top-of-rack router switches (layer 3) that are connected to each physical server. These 
router switches are interconnected to LAN core-switches that have been confi gured 
as a cluster. The core-switches connect to routers that supply internetworking capa-
bilities and fi rewalls that provide network access control capabilities. Figure 5.13 illus-
trates the physical layout of the server network connections inside of the data center.

A separate network that connects the storage systems and servers is installed with 
clustered storage area network (SAN) switches and similar redundant connections 
to various devices (Figure 5.14).
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Figure 5.13
A view of the server network connections inside the DTGOV data center. 
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Figure 5.15 illustrates an internetworking architecture that is established between 
every data center pair within the DTGOV corporate infrastructure. 

As shown in Figures 5.14 and 5.15, combining interconnected physical IT resources 
with virtualized IT resources on the physical layer enables the dynamic and well-
managed confi guration and allocation of virtual IT resources.

Figure 5.14
A view of the storage system network connections inside the DTGOV data center. 
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Figure 5.15
The internetworking setup between two data centers that is similarly implemented between every pair of DTGOV 
data centers. The DTGOV internetwork is designed to be an autonomous system (AS) on the Internet, meaning the 
links interconnecting the data centers with the LANs define the intra-AS routing domain. The interconnections to 
external ISPs are controlled through inter-AS routing technology, which shapes Internet traffic and enables flexible 
configurations for load-balancing and failover.
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This chapter introduces terms and concepts that address basic information security 
within clouds, and then concludes by defi ning a set of threats and attacks common 

to public cloud environments. The cloud security mechanisms covered in Chapter 10 
establish the security controls used to counter these threats.

6.1 Basic Terms and Concepts

Information security  is a complex ensemble of techniques, technologies, regulations, 
and behaviors that collaboratively protect the integrity of and access to computer sys-
tems and data. IT security measures aim to defend against threats and interference that 
arise from both malicious intent and unintentional user error.

The upcoming sections defi ne fundamental security terms relevant to cloud computing 
and describe associated concepts. 

Confidentiality

Confi dentiality is   the characteristic of something being made accessible only to autho-
rized parties (Figure 6.1). Within cloud environments, confi dentiality primarily per-
tains to restricting access to data in transit and storage. 

Figure 6.1
The message issued by the cloud consumer to the cloud service is considered 
confidential only if it is not accessed or read by an unauthorized party.
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Integrity

Integrity is the   characteristic of not having been altered by an unauthorized party (Fig-
ure 6.2). An important issue that concerns data integrity in the cloud is whether a cloud 
consumer can be guaranteed that the data it transmits to a cloud service matches the 
data received by that cloud service. Integrity can extend to how data is stored, pro-
cessed, and retrieved by cloud services and cloud-based IT resources.

Authenticity

Authenticity is   the characteristic of something having been provided by an authorized 
source. This concept encompasses non-repudiation, which is the inability of a party to 
deny or challenge the authentication of an interaction. Authentication in non-repudiable 
interactions provides proof that these interactions are uniquely linked to an authorized 
source. For example, a user may not be able to access a non-repudiable fi le after its 
receipt without also generating a record of this access.

Availability

Availability is   the characteristic of being accessible and usable during a specifi ed time 
period. In typical cloud environments, the availability of cloud services can be a respon-
sibility that is shared by the cloud provider and the cloud carrier. The availability of a 
cloud-based solution that extends to cloud service consumers is further shared by the 
cloud consumer.

Figure 6.2
The message issued by the cloud consumer to the cloud service is considered to 
have integrity if it has not been altered.
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Threat

A threat is a   potential security violation that can challenge defenses in an attempt to 
breach privacy and/or cause harm. Both manually and automatically instigated threats 
are designed to exploit known weaknesses, also referred to as vulnerabilities. A threat 
that is carried out results in an attack.

Vulnerability

A vulnerability is a   weakness that can be exploited either because it is protected by insuf-
fi cient security controls, or because existing security controls are overcome by an attack. 
IT resource vulnerabilities can have a range of causes, including confi guration defi -
ciencies, security policy weaknesses, user errors, hardware or fi rmware fl aws, software 
bugs, and poor security architecture. 

Risk

Risk is the   possibility of loss or harm arising from performing an activity. Risk is typi-
cally measured according to its threat level and the number of possible or known vul-
nerabilities. Two metrics that can be used to determine risk for an IT resource are:

 • the probability of a threat occurring to exploit vulnerabilities in the IT resource

 • the expectation of loss upon the IT resource being compromised 

Details regarding risk management are covered later in this chapter.

Security Controls

Security controls  are countermeasures used to prevent or respond to security threats 
and to reduce or avoid risk. Details on how to use security countermeasures are typi-
cally outlined in the security policy, which contains a set of rules and practices specify-
ing how to implement a system, service, or security plan for maximum protection of 
sensitive and critical IT resources.
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Security Mechanisms

Countermeasures  are typically described in terms of security mechanisms, which are 
components comprising a defensive framework that protects IT resources, information, 
and services. 

Security Policies

A security policy   establishes a set of security rules and regulations. Often, security poli-
cies will further defi ne how these rules and regulations are implemented and enforced. 
For example, the positioning and usage of security controls and mechanisms can be 
determined by security policies.

SUMMARY OF KEY POINTS

• Confidentiality, integrity, authenticity, and availability are characteristics that 
can be associated with measuring security.

• Threats, vulnerabilities, and risks are associated with measuring and 
assessing insecurity, or the lack of security.

• Security controls, mechanisms, and policies are associated with establish-
ing countermeasures and safeguards in support of improving security.

6.2 Threat Agents 

A threat agent is   an entity that poses a threat because it is capable of carrying out an 
attack. Cloud security threats can originate either internally or externally, from humans 
or software programs. Corresponding threat agents are described in the upcoming sec-
tions. Figure 6.3 illustrates the role a threat agent assumes in relation to vulnerabili-
ties, threats, and risks, and the safeguards established by security policies and security 
mechanisms.



122 Chapter 6: Fundamental Cloud Security

Anonymous Attacker

An anonymous attacker is    a non-trusted cloud service consumer without 
permissions in the cloud (Figure 6.4). It typically exists as an external 
software program that launches network-level attacks through public 
networks. When anonymous attackers have limited information on 
security policies and defenses, it can inhibit their ability to formulate 
effective attacks. Therefore, anonymous attackers often resort to com-
mitting acts like bypassing user accounts or stealing user credentials, 
while using methods that either ensure anonymity or require substan-
tial resources for prosecution. 

Figure 6.3
How security policies and security mechanisms are used to counter threats, vulnerabilities, and risks 
caused by threat agents.

Figure 6.4
The notation used 
for an anonymous 
attacker.
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Malicious Service Agent

A malicious service agent is    able to intercept and forward the network 
traffi c that fl ows within a cloud (Figure 6.5). It typically exists as a 
service agent (or a program pretending to be a service agent) with 
compromised or malicious logic. It may also exist as an external 
program able to remotely intercept and potentially corrupt message 
contents. 

Trusted Attacker

A trusted attacker shares    IT resources in the same cloud environ-
ment as the cloud consumer and attempts to exploit legitimate cre-
dentials to target cloud providers and the cloud tenants with whom 
they share IT resources (Figure 6.6). Unlike anonymous attackers 
(which are non-trusted), trusted attackers usually launch their 
attacks from within a cloud’s trust boundaries by abusing legiti-
mate credentials or via the appropriation of sensitive and confi den-
tial information.

Trusted attackers (also known as  malicious tenants) can use cloud-based IT resources for 
a wide range of exploitations, including the hacking of weak authentication processes, 
the breaking of encryption, the spamming of e-mail accounts, or to launch common 
attacks, such as denial of service campaigns. 

Malicious Insider

Malicious insiders are    human threat agents acting on behalf of or in relation to the cloud 
provider. They are typically current or former employees or third parties with access 
to the cloud provider’s premises. This type of threat agent carries tremendous dam-
age potential, as the malicious insider may have administrative privileges for accessing 
cloud consumer IT resources.

NOTE

A notation used to represent a general form 
of human-driven attack is the workstation 
combined with a lightning bolt (Figure 6.7). 
This generic symbol does not imply a 
specific threat agent, only that an attack 
was initiated via a workstation. Figure 6.7

The notation used for an attack originating from 
a workstation. The human symbol is optional.

Figure 6.5
The notation used for a 
malicious service agent.

Figure  6.6
The notation that is used 
for a trusted attacker.
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SUMMARY OF KEY POINTS

• An anonymous attacker is a non-trusted threat agent that usually attempts 
attacks from outside of a cloud’s boundary.

• A malicious service agent intercepts network communication in an attempt 
to maliciously use or augment the data.

• A trusted attacker exists as an authorized cloud service consumer with 
legitimate credentials that it uses to exploit access to cloud-based IT 
resources.

• A malicious insider is a human that attempts to abuse access privileges to 
cloud premises.

6.3 Cloud Security Threats 

This section introduces several common threats and vulnerabilities in cloud-based 
environments and describes the roles of the aforementioned threat agents. Security 
mechanisms that are used to counter these threats are covered in Chapter 10.

Traffic Eavesdropping

Traffi c eavesdropping occurs     when data being transferred to or within a cloud (usually 
from the cloud consumer to the cloud provider) is passively intercepted by a malicious 
service agent for illegitimate information gathering purposes (Figure 6.8). The aim of 
this attack is to directly compromise the confi dentiality of the data and, possibly, the 
confi dentiality of the relationship between the cloud consumer and cloud provider. 
Because of the passive nature of the attack, it can more easily go undetected for extended 
periods of time.

Malicious Intermediary

The    malicious intermediary threat arises when messages are intercepted and altered by a 
malicious service agent, thereby potentially compromising the message’s confi dential-
ity and/or integrity. It may also insert harmful data into the message before forwarding 
it to its destination. Figure 6.9 illustrates a common example of the malicious intermedi-
ary attack.
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Figure 6.8
An externally positioned malicious service agent carries out a traffic 
eavesdropping attack by intercepting a message sent by the cloud service 
consumer to the cloud service. The service agent makes an unauthorized copy 
of the message before it is sent along its original path to the cloud service.

Figure 6.9
The malicious service agent intercepts and modifies a message sent by a cloud service consumer to a cloud service 
(not shown) being hosted on a virtual server. Because harmful data is packaged into the message, the virtual server is 
compromised. 

NOTE

While not as common, the malicious intermediary attack can also be car-
ried out by a malicious cloud service consumer program.
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Denial of Service

The objective of the     denial of service (DoS) attack is to overload IT resources to the point 
where they cannot function properly. This form of attack is commonly launched in one 
of the following ways:

 • The workload on cloud services is artifi cially increased with imitation messages or 
repeated communication requests.

 • The network is overloaded with traffi c to reduce its responsiveness and cripple its 
performance.

 • Multiple cloud service requests are sent, each of which is designed to consume 
excessive memory and processing resources.

Successful DoS attacks produce server degradation and/or failure, as illustrated in 
Figure 6.10.

Figure 6.10
Cloud Service Consumer A sends multiple messages to a cloud service (not shown) hosted on Virtual Server 
A. This overloads the capacity of the underlying physical server, which causes outages with Virtual Servers A 
and B. As a result, legitimate cloud service consumers, such as Cloud Service Consumer B, become unable to 
communicate with any cloud services hosted on Virtual Servers A and B.
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Insufficient Authorization

The insuffi cient authorization attack     occurs when access is granted to an attacker erro-
neously or too broadly, resulting in the attacker getting access to IT resources that 
are normally protected. This is often a result of the attacker gaining direct access to 
IT resources that were implemented under the assumption that they would only be 
accessed by trusted consumer programs (Figure 6.11).

A variation of this attack, known as   weak authentication, can result when weak pass-
words or shared accounts are used to protect IT resources. Within cloud environments, 
these types of attacks can lead to signifi cant impacts depending on the range of IT 
resources and the range of access to those IT resources the attacker gains (Figure 6.12).

Virtualization Attack

Virtualization provides    multiple cloud consumers with access to IT resources that share 
underlying hardware but are logically isolated from each other. Because cloud provid-
ers grant cloud consumers administrative access to virtualized IT resources (such as 
virtual servers), there is an inherent risk that cloud consumers could abuse this access 
to attack the underlying physical IT resources.

Figure 6.11
Cloud Service Consumer A gains access to a database that was implemented 
under the assumption that it would only be accessed through a Web service with 
a published service contract (as per Cloud Service Consumer B).
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Figure 6.12
An attacker has cracked a weak password used by Cloud Service Consumer A. As a result, a malicious
cloud service consumer (owned by the attacker) is designed to pose as Cloud Service Consumer A in order to 
gain access to the cloud-based virtual server.
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A virtualization attack exploits vulnerabilities in the virtualization platform to jeopar-
dize its confi dentiality, integrity, and/or availability. This threat is illustrated in Figure 
6.13, where a trusted attacker successfully accesses a virtual server to compromise its 
underlying physical server. With public clouds, where a single physical IT resource may 
be providing virtualized IT resources to multiple cloud consumers, such an attack can 
have signifi cant repercussions.

Overlapping Trust Boundaries

If physical IT resources     within a cloud are shared by different cloud service consum-
ers, these cloud service consumers have overlapping trust boundaries. Malicious cloud 
service consumers can target shared IT resources with the intention of compromising 
cloud consumers or other IT resources that share the same trust boundary. The conse-
quence is that some or all of the other cloud service consumers could be impacted by 
the attack and/or the attacker could use virtual IT resources against others that happen 
to also share the same trust boundary.

Figure 6.14 illustrates an example in which two cloud service consumers share vir-
tual servers hosted by the same physical server and, resultantly, their respective trust 
boundaries overlap.

Figure 6.13
An authorized cloud service consumer carries out a virtualization attack by abusing its administrative access 
to a virtual server to exploit the underlying hardware.
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SUMMARY OF KEY POINTS

• Traffic eavesdropping and malicious intermediary attacks are usually car-
ried out by malicious service agents that intercept network traffic. 

• A denial of service attack occurs when a targeted IT resource is overloaded 
with requests in an attempt to cripple or render it unavailable. The insuf-
ficient authorization attack occurs when access is granted to an attacker 
erroneously or too broadly, or when weak passwords are used.

• A virtualization attack exploits vulnerabilities within virtualized environments 
to gain unauthorized access to underlying physical hardware. Overlapping 
trust boundaries represent a threat whereby attackers can exploit cloud-
based IT resources shared by multiple cloud consumers.

Figure 6.14
Cloud Service Consumer A is trusted by the cloud and therefore gains access to a virtual server, which it then attacks with the 
intention of attacking the underlying physical server and the virtual server used by Cloud Service Consumer B.
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6.4 Additional Considerations

This section provides a diverse checklist of issues and guidelines that relate to cloud 
security. The listed considerations are in no particular order.

Flawed Implementations

The substandard  design, implementation, or confi guration of cloud service deploy-
ments can have undesirable consequences, beyond runtime exceptions and failures. If 
the cloud provider’s software and/or hardware have inherent security fl aws or opera-
tional weaknesses, attackers can exploit these vulnerabilities to impair the integrity, 
confi dentiality, and/or availability of cloud provider IT resources and cloud consumer 
IT resources hosted by the cloud provider.

Figure 6.15 depicts a poorly implemented cloud service that results in a server shut-
down. Although in this scenario the fl aw is exposed accidentally by a legitimate cloud 
service consumer, it could have easily been discovered and exploited by an attacker.

Figure 6.15
Cloud Service Consumer A’s message triggers a configuration flaw in Cloud Service A, which in turn causes the virtual server 
that is also hosting Cloud Services B and C to crash.
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Security Policy Disparity

When a cloud consumer   places IT resources with a public cloud provider, it may need 
to accept that its traditional information security approach may not be identical or even 
similar to that of the cloud provider. This incompatibility needs to be assessed to ensure 
that any data or other IT assets being relocated to a public cloud are adequately pro-
tected. Even when leasing raw infrastructure-based IT resources, the cloud consumer 
may not be granted suffi cient administrative control or infl uence over security policies 
that apply to the IT resources leased from the cloud provider. This is primarily because 
those IT resources are still legally owned by the cloud provider and continue to fall 
under its responsibility.

Furthermore, with some public clouds, additional third parties, such as security bro-
kers and certifi cate authorities, may introduce their own distinct set of security policies 
and practices, further complicating any attempts to standardize the protection of cloud 
consumer assets.

Contracts

Cloud consumers need to   carefully examine contracts and SLAs put forth by cloud 
providers to ensure that security policies, and other relevant guarantees, are satisfac-
tory when it comes to asset security. There needs to be clear language that indicates the 
amount of liability assumed by the cloud provider and/or the level of indemnity the 
cloud provider may ask for. The greater the assumed liability by the cloud provider, the 
lower the risk to the cloud consumer.

Another aspect to   contractual obligations is where the lines are drawn between cloud 
consumer and cloud provider assets. A cloud consumer that deploys its own solution 
upon infrastructure supplied by the cloud provider will produce a technology architec-
ture comprised of artifacts owned by both the cloud consumer and cloud provider. If 
a security breach (or other type of runtime failure) occurs, how is blame determined? 
Furthermore, if the cloud consumer can apply its own security policies to its solution, 
but the cloud provider insists that its supporting infrastructure be governed by differ-
ent (and perhaps incompatible) security policies, how can the resulting disparity be 
overcome?

Sometimes the best solution is to look for a different cloud provider with more compat-
ible contractual terms.



6.4 Additional Considerations 133

Risk Management

When assessing   the potential impacts and challenges pertaining to cloud adoption, 
cloud consumers are encouraged to perform a formal risk assessment as part of a risk 
management strategy. A cyclically executed process used to enhance strategic and tacti-
cal security, risk management is comprised of a set of coordinated activities for oversee-
ing and controlling risks. The main activities are generally defi ned as risk assessment, 
risk treatment, and risk control (Figure 6.16).

 • Risk Assessment – In the risk assessment stage, the cloud environment is analyzed 
to identify  potential vulnerabilities and shortcomings that threats can exploit. The 
cloud provider can be asked to produce statistics and other information about past 
attacks (successful and unsuccessful) carried out in its cloud. The identifi ed risks 
are quantifi ed and qualifi ed according to the probability of occurrence and the 
degree of impact in relation to how the cloud consumer plans to utilize cloud-
based IT resources.

Figure 6.16
The on-going risk management process, which can be initiated from any of the three stages.
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 • Risk Treatment – Mitigation  policies and plans are designed during the risk treat-
ment stage with the intent of successfully treating the risks that were discovered 
during risk assessment. Some risks can be eliminated, others can be mitigated, 
while others can be dealt with via outsourcing or even incorporated into the insur-
ance and/or operating loss budgets. The cloud provider itself may agree to assume 
responsibility as part of its contractual obligations.

 • Risk Control – The risk control  stage is related to risk monitoring, a three-step 
process that is comprised of surveying related events, reviewing these events to 
determine the effectiveness of previous assessments and treatments, and identi-
fying any policy adjustment needs. Depending on the nature of the monitoring 
required, this stage may be carried out or shared by the cloud provider.

The threat agents and cloud security threats covered in this chapter (as well as others 
that may surface) can be identifi ed and documented as part of the risk assessment stage. 
The cloud security mechanisms covered in Chapter 10 can be documented and refer-
enced as part of the corresponding risk treatment.

NOTE

Appendix E provides an overview of a formal risk management framework 
for cloud computing from NIST.

SUMMARY OF KEY POINTS

• Cloud consumers need to be aware that they may be introducing security 
risks by deploying flawed cloud-based solutions.

• An understanding of how a cloud provider defines and imposes proprietary, 
and possibly incompatible, cloud security policies is a critical part of forming 
assessment criteria when choosing a cloud provider vendor.

• Liability, indemnity, and blame for potential security breaches need to be 
clearly defined and mutually understood in the legal agreements signed by 
cloud consumers and cloud providers.

• It is important for cloud consumers, subsequent to gaining an understand-
ing of the potential security-related issues specific to a given cloud environ-
ment, to perform a corresponding assessment of the identified risks.
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6.5 CASE STUDY EXAMPLE

Based on an assessment   of its internal applications, ATN analysts identify a set of 
risks. One such risk is associated with the myTrendek application that was adopted 
from OTC, a company ATN recently acquired. This application includes a feature that 
analyzes telephone and Internet usage, and enables a multi-user mode that grants 
varying access rights. Administrators, supervisors, auditors, and regular users can 
therefore be assigned different privileges. The application’s user-base encompasses 
internal users and external users, such as business partners and contractors. 

The myTrendek application poses a number of security challenges pertaining to 
usage by internal staff: 

 • authentication does not require or enforce complex passwords 

 • communication with the application is not encrypted

 • European regulations (ETelReg) require that certain types of data collected by 
the application be deleted after six months 

ATN is planning to migrate this application to a cloud via a PaaS environment, but 
the weak authentication threat and the lack of confi dentiality supported by the appli-
cation make them reconsider. A subsequent risk assessment further reveals that if 
the application is migrated to a PaaS environment hosted by a cloud that resides 
outside of Europe, local regulations may be in confl ict with ETelReg. Given that the 
cloud provider is not concerned with ETelReg compliance, this could easily result in 
monetary penalties being assessed to ATN. Based on the results of the risk assess-
ment, ATN decides not to proceed with its cloud migration plan.
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Technology mechanisms represent well-defi ned IT artifacts that are established 
within the IT industry and commonly distinct to a certain computing model or 

platform. The technology-centric nature of cloud computing requires the establishment 
of a formal set of mechanisms that act as building blocks for the exploration of cloud 
technology architectures. 

The chapters in this part of the book defi ne 20 common cloud computing mechanisms 
that can be combined in different and alternative variations. This collection of mecha-
nisms is not exhaustive. There are many more possible mechanism defi nitions that can 
be added.

These mechanisms are referenced throughout the numerous architectural models cov-
ered in Part III: Cloud Computing Architecture.



Chapter 7

Cloud Infrastructure Mechanisms

7.1 Logical Network Perimeter

7.2 Virtual Server

7.3 Cloud Storage Device

7.4 Cloud Usage Monitor

7.5 Resource Replication

7.6 Ready-Made Environment



Cloud infrastructure mechanisms are foundational building blocks of cloud envi-
ronments that establish primary artifacts to form the basis of fundamental cloud 

technology architecture. 

The following cloud infrastructure mechanisms are described in this chapter:

 • Logical Network Perimeter

 • Virtual Server

 • Cloud Storage Device

 • Cloud Usage Monitor

 • Resource Replication

 • Ready-Made Environment

Not all of these mechanisms are necessarily broad-reaching, nor does each establish an 
individual architectural layer. Instead, they should be viewed as core components that 
are common to cloud platforms.

7.1 Logical Network Perimeter

Defi ned as the   isolation of a network environment from the rest of a communications 
network, the logical network perimeter establishes a virtual network boundary that can 
encompass and isolate a group of related cloud-based IT resources that may be physi-
cally distributed (Figure 7.1). 

This mechanism can be implemented to:

 • isolate IT resources in a cloud from non-authorized users

 • isolate IT resources in a cloud from non-users

 • isolate IT resources in a cloud from cloud consumers

 • control the bandwidth that is available to isolated IT 
resources

Figure 7.1
The dashed line notation used 
to indicate the boundary of a 
logical network perimeter.
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Logical network perimeters are typically established via network devices that supply 
and control the connectivity of a data center and are commonly deployed as virtualized 
IT environments that include:

 • Virtual Firewall – An  IT resource that actively fi lters network traffi c to and from the 
isolated network while controlling its interactions with the Internet.

 • Virtual Network – Usually    acquired through VLANs, this IT 
resource isolates the network environment within the data 
center infrastructure.

Figure 7.2 introduces the notation used to denote these two IT 
resources. Figure 7.3 depicts a scenario in which one logical net-
work perimeter contains a cloud consumer’s on-premise envi-
ronment, while another contains a cloud provider’s cloud-based 
environment. These perimeters are connected through a VPN 
that protects communications, since the VPN is typically imple-
mented by point-to-point encryption of the data packets sent 
between the communicating endpoints.

Figure 7.3
Two logical network perimeters surround the cloud consumer and cloud provider environments.

Figure 7.2
The symbols used to 
represent a virtual firewall 
(top) and a virtual network 
(bottom).
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CASE STUDY EXAMPLE

DTGOV has  virtualized its network infrastructure to produce a logical network lay-
out favoring network segmentation and isolation. Figure 7.4 depicts the logical net-
work perimeter implemented at each DTGOV data center, as follows:

 • The routers that connect to the Internet and extranet are networked to external 
fi rewalls, which provide network control and protection to the furthest external 
network boundaries using virtual networks that logically abstract the external 
network and extranet perimeters. Devices connected to these network perimeters 
are loosely isolated and protected from external users. No cloud consumer IT 
resources are available within these perimeters.

 • A logical network perimeter classifi ed as a demilitarized zone (DMZ) is 
established between the external fi rewalls and its own fi rewalls. The DMZ is 
abstracted as a virtual network hosting the proxy servers (not shown in Figure 
7.3) that intermediate access to commonly used network services (DNS, e-mail, 
Web portal), as well as Web servers with external management functions.

 • The network traffi c leaving the proxy servers passes through a set of manage-
ment fi rewalls that isolate the management network perimeter, which hosts the 
servers providing the bulk of the management services that cloud consumers can 
externally access. These services are provided in direct support of self-service 
and on-demand allocation of cloud-based IT resources.

 • All of the traffi c to cloud-based IT resources fl ows through the DMZ to the cloud 
service fi rewalls that isolate every cloud consumer’s perimeter network, which is 
abstracted by a virtual network that is also isolated from other networks.

 • Both the management perimeter and isolated virtual networks are connected to 
the intra-data center fi rewalls, which regulate the network traffi c to and from the 
other DTGOV data centers that are also connected to intra-data center routers at 
the intra-data center network perimeter.

The virtual fi rewalls are allocated to and controlled by a single cloud consumer in 
order to regulate its virtual IT resource traffi c. These IT resources are connected 
through a virtual network that is isolated from other cloud consumers. The virtual 
fi rewall and the isolated virtual network jointly form the cloud consumer’s logical 
network perimeter. 
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Figure 7.4
A logical network layout is 
established through a set of logical 
network perimeters using various 
firewalls and virtual networks. 
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NOTE

 • The terms virtual server and virtual machine (VM) are used synony-
mously throughout this book.

 • The hypervisor mechanism referenced in this chapter is described in 
the Hypervisor section in Chapter 8.

 • The virtual infrastructure manager (VIM) referenced in this chapter is 
described in Chapter 9 as part of the Resource Management System 
section.

As a commodity mechanism, the virtual server represents the most foundational build-
ing block of cloud environments. Each virtual server can host numerous IT resources, 
cloud-based solutions, and various other cloud computing mechanisms. The instantia-
tion of virtual servers from image fi les is a resource allocation process that can be com-
pleted rapidly and on-demand. 

Figure 7.5
The first physical server hosts two virtual 
servers, while the second physical server 
hosts one virtual server. 

7.2 Virtual Server

A virtual server is a    form of virtualization software that emulates a physical server. Vir-
tual servers are used by cloud providers to share the same physical server with mul-
tiple cloud consumers by providing cloud consumers with individual virtual server 
instances. Figure 7.5 shows three virtual servers being hosted by two physical servers. 
The number of instances a given physical server can share is limited by its capacity. 
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Cloud consumers that install or lease virtual servers can customize their environments 
independently from other cloud consumers that may be using virtual servers hosted by 
the same underlying physical server. Figure 7.6 depicts a virtual server that hosts a cloud 
service being accessed by Cloud Service Consumer B, while Cloud Service Consumer A 
accesses the virtual server directly to perform an administration task.

Figure 7.6
A virtual server hosts an active cloud service and is further accessed by a cloud consumer for 
administrative purposes.

CASE STUDY EXAMPLE

DTGOV’s IaaS environment  contains hosted virtual servers that were instantiated on 
physical servers running the same hypervisor software that controls the virtual serv-
ers. Their VIM is used to coordinate the physical servers in relation to the creation of 
virtual server instances. This approach is used at each data center to apply a uniform 
implementation of the virtualization layer. 

Figure 7.7 depicts several virtual servers running over physical servers, all of which 
are jointly controlled by a central VIM.
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In order to enable the on-demand creation of virtual servers, DTGOV provides cloud 
consumers with a set of template virtual servers that are made available through 
pre-made VM images. 

These VM images are fi les that represent the virtual disk images used by the hyper-
visor to boot the virtual server. DTGOV enables the template virtual servers to have 
various initial confi guration options that differ, based on operating system, drivers, 
and management tools being used. Some template virtual servers also have addi-
tional, pre-installed application server software.

The following virtual server packages are offered to DTGOV’s cloud consumers. 
Each package has different pre-defi ned performance confi gurations and limitations:

 • Small Virtual Server Instance – 1 virtual processor core, 4 GB of virtual RAM, 
20 GB of storage space in the root fi le system

 • Medium Virtual Server Instance – 2 virtual processor cores, 8 GB of virtual RAM, 
20 GB of storage space in the root fi le system

Figure 7.7
Virtual servers are created via the physical servers’ hypervisors and a central VIM. 
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 • Large Virtual Server Instance – 8 virtual processor cores, 16 GB of virtual RAM, 
20 GB of storage space in the root fi le system

 • Memory Large Virtual Server Instance – 8 virtual processor cores, 64 GB of virtual 
RAM, 20 GB of storage space in the root fi le system

 • Processor Large Virtual Server Instance – 32 virtual processor cores, 16 GB of virtual 
RAM, 20 GB of storage space in the root fi le system

 • Ultra-Large Virtual Server Instance – 128 virtual processor cores, 512 GB of virtual 
RAM, 40 GB of storage space in the root fi le system

Additional storage capacity can be added to a virtual server by attaching a virtual 
disk from a cloud storage device. All of the template virtual machine images are 
stored on a common cloud storage device that is accessible only through the cloud 
consumers’ management tools that are used to control the deployed IT resources. 
Once a new virtual server needs to be instantiated, the cloud consumer can choose 
the most suitable virtual server template from the list of available confi gurations. A 
copy of the virtual machine image is made and allocated to the cloud consumer, who 
can then assume the administrative responsibilities.

The allocated VM image is updated whenever the cloud consumer customizes the 
virtual server. After the cloud consumer initiates the virtual server, the allocated VM 
image and its associated performance profi le is passed to the VIM, which creates the 
virtual server instance from the appropriate physical server.

DTGOV uses the process described in Figure 7.8 to support the creation and man-
agement of virtual servers that have different initial software confi gurations and 
performance characteristics. 
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Figure 7.8
The cloud consumer uses the self-service portal to select a template virtual server for creation (1). A copy of 
the corresponding VM image is created in a cloud consumer-controlled cloud storage device (2). The cloud 
consumer initiates the virtual server using the usage and administration portal (3), which interacts with the VIM 
to create the virtual server instance via the underlying hardware (4). The cloud consumer is able to use and 
customize the virtual server via other features on the usage and administration portal (5). (Note that the self-
service portal and usage and administration portal are explained in Chapter 9.)
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7.3 Cloud Storage Device

The cloud storage device mechanism    represents storage devices that are designed spe-
cifi cally for cloud-based provisioning. Instances of these devices can be virtualized, 
similar to how physical servers can spawn virtual server images. Cloud storage devices 
are commonly able to provide fi xed-increment capacity allocation in support of the pay-
per-use mechanism. Cloud storage devices can be exposed for remote access via cloud 
storage services. 

NOTE

This is a parent mechanism that represents cloud storage devices in 
general. There are numerous specialized cloud storage devices, several 
of which are described in the architectural models covered in Part III of 
this book. 

A primary concern related to cloud storage is the security, integrity, and confi dentiality 
of data, which becomes more prone to being compromised when entrusted to external 
cloud providers and other third parties. There can also be legal and regulatory impli-
cations that result from relocating data across geographical or national boundaries. 
Another issue applies specifi cally to the performance of large databases. LANs provide 
locally stored data with network reliability and latency levels that are superior to those 
of WANs.

Cloud Storage Levels

Cloud storage device mechanisms provide common logical units of data storage, such as:

 • Files – Collections of data are  grouped into fi les that are located in folders.

 • Blocks – The lowest level of storage and the closest to the hardware, a block is the 
smallest unit of data that is still individually accessible.

 • Datasets – Sets of data are organized into a table-based, delimited, or record 
format.

 • Objects – Data and its associated metadata are organized as Web-based resources.

Each of these data storage levels is commonly associated with a certain type of techni-
cal interface which corresponds to a particular type of cloud storage device and cloud 
storage service used to expose its API (Figure 7.9). 
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Network Storage Interfaces

Legacy network storage most  commonly falls under the category of network storage 
interfaces. It includes storage devices in compliance with industry standard protocols, 
such as SCSI for storage blocks and the server message block (SMB), common Internet 
fi le system (CIFS), and network fi le system (NFS) for fi le and network storage. File stor-
age entails storing individual data in separate fi les that can be different sizes and for-
mats and organized into folders and subfolders. Original fi les are often replaced by the 
new fi les that are created when data has been modifi ed. 

When a cloud storage device mechanism is based on this type of interface, its data 
searching and extraction performance will tend to be suboptimal. Storage processing 
levels and thresholds for fi le allocation are usually determined by the fi le system itself. 

dataset
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object
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operations
via HTTP
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Figure 7.9
Different cloud service consumers utilize different technologies to interface with virtualized 
cloud storage devices. (Adapted from the CDMI Cloud Storage Reference Model.)
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Block storage requires data to be in a fi xed format (known as a  data block), which is the 
smallest unit that can be stored and accessed and the storage format closest to hard-
ware. Using either the logical unit number (LUN) or virtual volume block-level storage 
will typically have better performance than fi le-level storage.

Object Storage Interfaces

Various types of data  can be referenced and stored as Web resources. This is referred 
to as object storage, which is based on technologies that can support a range of data 
and media types. Cloud Storage Device mechanisms that implement this interface can 
typically be accessed via REST or Web service-based cloud services using HTTP as the 
prime protocol. The Storage Networking Industry Association’s Cloud Data Manage-
ment Interface (SNIA’s CDMI) supports the use of object storage interfaces.

Database Storage Interfaces

Cloud storage device  mechanisms based on database storage interfaces typically sup-
port a query language in addition to basic storage operations. Storage management is 
carried out using a standard API or an administrative user-interface. 

This classifi cation of storage interface is divided into two main categories according to 
storage structure, as follows.

Relational Data Storage

Traditionally, many  on-premise IT environments store data using relational databases 
or relational database management systems (RDBMSs). Relational databases (or rela-
tional storage devices) rely on tables to organize similar data into rows and columns. 
Tables can have relationships with each other to give the data increased structure, to 
protect data integrity, and to avoid data redundancy (which is referred to as data nor-
malization). Working with relational storage commonly involves the use of the industry 
standard Structured Query Language (SQL).

A cloud storage device mechanism implemented using relational data storage could be 
based on any number of commercially available database products, such as IBM DB2, 
Oracle Database, Microsoft SQL Server, and MySQL. 

Challenges with cloud-based relational databases commonly pertain to scaling and 
performance. Scaling a relational cloud storage device vertically can be more complex 
and cost-ineffective than horizontal scaling. Databases with complex relationships and/
or containing large volumes of data can be affl icted with higher processing overhead 
and latency, especially when accessed remotely via cloud services.
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Non-Relational Data Storage

Non-relational storage  (also commonly referred to as  NoSQL storage) moves away from 
the traditional relational database model in that it establishes a “looser” structure for 
stored data with less emphasis on defi ning relationships and realizing data normaliza-
tion. The primary motivation for using non-relational storage is to avoid the potential 
complexity and processing overhead that can be imposed by relational databases. Also, 
non-relational storage can be more horizontally scalable than relational storage. 

The trade-off with non-relational storage is that the data loses much of the native form 
and validation due to limited or primitive schemas or data models. Furthermore, non-
relational repositories don’t tend to support relational database functions, such as trans-
actions or joins.

Normalized data exported into a non-relational storage repository will usually become 
denormalized, meaning that the size of the data will typically grow. An extent of  nor-
malization can be preserved, but usually not for complex relationships. Cloud providers 
often offer non-relational storage that provides scalability and availability of stored data 
over multiple server environments. However, many non-relational storage mechanisms 
are proprietary and therefore can severely limit data portability.

CASE STUDY EXAMPLE

DTGOV provides  cloud consumers access to a cloud storage device based on an 
object storage interface. The cloud service that exposes this API offers basic functions 
on stored objects, such as search, create, delete, and update. The search function uses 
a hierarchical object arrangement that resembles a fi le system. DTGOV further offers 
a cloud service that is used exclusively with virtual servers and enables the creation 
of cloud storage devices via a block storage network interface. Both cloud services use 
APIs that are compliant with SNIA’s CDMI v1.0.

The object-based cloud storage device has an underlying storage system with vari-
able storage capacity, which is directly controlled by a software component that also 
exposes the interface. This software enables the creation of isolated cloud storage 
devices that are allocated to cloud consumers. The storage system uses a security cre-
dential management system to administer user-based access control to the device’s 
data objects (Figure 7.10).
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Figure 7.10
The cloud consumer interacts with the usage and administration portal to create a cloud storage device and define 
access control policies (1). The usage and administration portal interact with the cloud storage software to create 
the cloud storage device instance and apply the required access policy to its data objects (2). Each data object is 
assigned to a cloud storage device and all of the data objects are stored in the same virtual storage volume. The 
cloud consumer uses the proprietary cloud storage device UI to interact directly with the data objects (3). (Note 
that the usage and administration portal is explained in Chapter 9.)

Access control is granted on a per-object basis and uses separate access policies for 
creating, reading from, and writing to each data object. Public access permissions 
are allowed, although they are read-only. Access groups are formed by nominated 
users that must be previously registered via the credential management system. 
Data objects can be accessed from both Web applications and Web service interfaces, 
which are implemented by the cloud storage software.
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Figure 7.11
The cloud consumer uses the usage and administration portal to create and assign a cloud storage device to 
an existing virtual server (1). The usage and administration portal interacts with the VIM software (2a), which 
creates and configures the appropriate LUN (2b). Each cloud storage device uses a separate LUN controlled by 
the virtualization platform. The cloud consumer remotely logs into the virtual server directly (3a) to access the 
cloud storage device (3b).

The creation of the cloud consumers’ block-based cloud storage devices is managed 
by the virtualization platform, which instantiates the LUN’s implementation of the 
virtual storage (Figure 7.11). The cloud storage device (or the LUN) must be assigned 
by the VIM to an existing virtual server before it can be used. The capacity of block-
based cloud storage devices is expressed by one GB increments. It can be created as 
fi xed storage that cloud consumers can modify administratively or as variable size 
storage that has an initial 5 GB capacity that automatically increases and decreases 
by 5 GB increments according to usage demands.
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7.4 Cloud Usage Monitor

The cloud usage monitor mechanism   is a lightweight and autonomous software program 
responsible for collecting and processing IT resource usage data. 

NOTE

This is a parent mechanism that represents a broad range of cloud usage 
monitors, several of which are established as specialized mechanisms 
in Chapter 8 and several more of which are described in the cloud 
architectural models covered in Part III of this book.

Depending on the type of usage metrics they are designed to collect and the manner 
in which usage data needs to be collected, cloud usage monitors can exist in different 
formats. The upcoming sections describe three common agent-based implementation 
formats. Each can be designed to forward collected usage data to a log database for post-
processing and reporting purposes.

Monitoring Agent 

A monitoring agent is  an intermediary, event-driven program that exists as a service 
agent and resides along existing communication paths to transparently monitor and 
analyze datafl ows (Figure 7.12). This type of cloud usage monitor is commonly used to 
measure network traffi c and message metrics. 

Resource Agent 

A  resource agent is a processing module that collects usage data by having event-driven 
interactions with specialized resource software (Figure 7.13). This module is used to 
monitor usage metrics based on pre-defi ned, observable events at the resource software 
level, such as initiating, suspending, resuming, and vertical scaling.
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Figure 7.12
A cloud service consumer sends a request message to a cloud service (1). The monitoring agent intercepts the 
message to collect relevant usage data (2) before allowing it to continue to the cloud service (3a). The monitoring 
agent stores the collected usage data in a log database (3b). The cloud service replies with a response message 
(4) that is sent back to the cloud service consumer without being intercepted by the monitoring agent (5).

Figure 7.13
The resource agent is actively monitoring a virtual server and detects an increase in usage (1). The resource agent 
receives a notification from the underlying resource management program that the virtual server is being scaled 
up and stores the collected usage data in a log database, as per its monitoring metrics (2).
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Polling Agent 

A  polling agent is a processing module that collects cloud service usage data by poll-
ing IT resources. This type of cloud service monitor is commonly used to periodically 
monitor IT resource status, such as uptime and downtime (Figure 7.14).

CASE STUDY EXAMPLE

One of the  challenges encountered during DTGOV’s cloud adoption initiative has 
been ensuring that their collected usage data is accurate. The resource allocation 
methods of previous IT outsourcing models had resulted in their clients being billed 
chargeback fees based on the number of physical servers that was listed in annual 
leasing contracts, regardless of actual usage.

DTGOV now needs to defi ne a model that allows virtual servers of varying perfor-
mance levels to be leased and billed hourly. Usage data needs to be at an extremely 
granular level in order to achieve the necessary degree of accuracy. DTGOV 

Figure 7.14
A polling agent monitors the status of a cloud service hosted by a virtual server by sending periodic polling 
request messages and receiving polling response messages that report usage status “A” after a number of 
polling cycles, until it receives a usage status of “B” (1), upon which the polling agent records the new usage 
status in the log database (2).
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implements a resource agent that relies on the resource usage events generated by 
the VIM platform to calculate the virtual server usage data. 

The resource agent is designed with logic and metrics that are based on the follow-
ing rules:

 1. Each resource usage event that is generated by the VIM software can contain the 
following data: 

  •  Event Type (EV_TYPE) – Generated by the VIM platform, there are fi ve types 
of events: 

   VM Starting (creation at the hypervisor)

   VM Started (completion of the boot procedure)

   VM Stopping (shutting down)

   VM Stopped (termination at the hypervisor)

   VM Scaled (change of performance parameters)

  •  VM Type (VM_TYPE) – This represents a type of virtual server, as dictated 
by its performance parameters. A predefi ned list of possible virtual server 
confi gurations provides the parameters that are described by the metadata 
whenever a VM starts or scales.

  •  Unique VM Identifi er (VM_ID) – This identifi er is provided by the VIM 
platform.

  •  Unique Cloud Consumer Identifi er (CS_ID) – Another identifi er provided by 
the VIM platform to represent the cloud consumer.

  •  Event Timestamp (EV_T) – An identifi cation of an event occurrence that is 
expressed in date-time format, with the time zone of the data center and 
referenced to UTC as defi ned in RFC 3339 (as per the ISO 8601 profi le).

 2. Usage measurements are recorded for every virtual server that a cloud consumer 
creates.
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 3. Usage measurements are recorded for a measurement period whose 
length is defi ned by two timestamps called tstart and tend. The start of the 
measurement period defaults to the beginning of the calendar month 
(tstart = 2012-12-01T00:00:00-08:00) and fi nishes at the end of the calendar 
month (tend = 2012-12-31T23:59:59-08:00). Customized measurement periods 
are also supported.

 4. Usage measurements are recorded at each minute of usage. The virtual server 
usage measurement period starts when the virtual server is created at the hyper-
visor and stops at its termination.

 5. Virtual servers can be started, scaled, and stopped multiple times during the 
measurement period. The time interval between each occurrence i 
(i = 1, 2, 3, …) of these pairs of successive events that are declared for a virtual 
server is called a usage cycle that is known as Tcycle_i :

  •  VM_Starting, VM_Stopping – VM size is unchanged at the end of the cycle

  • VM_Starting, VM_Scaled – VM size has changed at the end of the cycle

  •  VM_Scaled, VM_Scaled – VM size has changed while scaling, at the end of 
 the cycle

  • VM_Scaled, VM_Stopping – VM size has changed at the end of the cycle

 6. The total usage, Utotal, for each virtual server during the measurement period is 
calculated using the following resource usage event log database equations:

  • For each VM_TYPE and VM_ID in the log database: Utotal_VM_type_j Tcycle
t

t

i

start

end

  •  As per the total usage time that is measured for each VM_TYPE, the vector 
of usage for each VM_ID is Utotal: Utotal = {type 1, Utotal_VM_type_1, type 2, 
Utotal_VM_type_2, …}

Figure 7.15 depicts the resource agent interacting with the VIM’s event-driven API.
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Figure 7.15
The cloud consumer (CS_ID = CS1) requests the creation of a virtual server (VM_ID = VM1) of configuration size type 1 
(VM_TYPE = type1) (1). The VIM creates the virtual server (2a). The VIM’s event-driven API generates a resource usage 
event with timestamp = t1, which the cloud usage monitor software agent captures and records in the resource usage 
event log database (2b). Virtual server usage increases and reaches the auto-scaling threshold (3). The VIM scales up 
Virtual Server VM1 (4a) from configuration type 1 to type 2 (VM_TYPE = type2). The VIM’s event-driven API generates 
a resource usage event with timestamp = t2, which is captured and recorded at the resource usage event log database 
by the cloud usage monitor software agent (4b). The cloud consumer shuts down the virtual server (5). The VIM stops 
Virtual Server VM1 (6a) and its event-driven API generates a resource usage event with timestamp = t3, which the 
cloud usage monitor software agent captures and records at the log database (6b). The usage and administration portal 
accesses the log database and calculates the total usage (Utotal) for Virtual Server Utotal VM1 (7).
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7.5 Resource Replication

Defi ned as the creation    of multiple instances of the same IT resource, replication is 
typically performed when an IT resource’s availability and performance need to be 
enhanced. Virtualization technology is used to implement the resource replication mech-
anism to replicate cloud-based IT resources (Figure 7.16). 

Figure 7.16
The hypervisor replicates several instances of a virtual server, using a stored virtual server image.

NOTE

This is a parent mechanism that represents different types of software 
programs capable of replicating IT resources. The most common example 
is the hyper visor mechanism described in Chapter 8. For example, the 
virtualization platform’s hypervisor can access a virtual server image to 
create several instances, or to deploy and replicate ready-made envi-
ronments and entire applications. Other common types of replicated IT 
resources include cloud service implementations and various forms of 
data and cloud storage device replication. 
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CASE STUDY EXAMPLE

DTGOV establishes  a set of high-availability virtual servers that can be automati-
cally relocated to physical servers running in different data centers in response to 
severe failure conditions. This is illustrated in the scenario depicted in Figures 7.17 
to 7.19, where a virtual server that resides on a physical server running at one data 
center experiences a failure condition. VIMs from different data centers coordinate to 
overcome the unavailability by reallocating the virtual server to a different physical 
server running in another data center. 
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Figure 7.17
A high-availability virtual 
server is running in Data 
Center A. VIM instances in 
Data Centers A and B are 
executing a coordination 
function that allows detection 
of failure conditions. Stored 
VM images are replicated 
between data centers as a 
result of the high-availability 
architecture. 
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Figure 7.18
The virtual server becomes 
unavailable in Data Center A. 
The VIM in Data Center B 
detects the failure condition 
and starts to reallocate the 
high-availability server 
from Data Center A to Data 
Center B.
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Figure 7.19
A new instance of the virtual 
server is created and made 
available in Data Center B.
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7.6 Ready-Made Environment

The ready-made environment mechanism   (Figure 7.20) is a defi ning component of the 
PaaS cloud delivery model that represents a pre-defi ned, cloud-based platform com-
prised of a set of already installed IT resources, ready to be used and customized by 
a cloud consumer. These environments are utilized by cloud consumers to remotely 
develop and deploy their own services and applications within a cloud. Typical ready-
made environments include pre-installed IT resources, such as databases, middleware, 
development tools, and governance tools. 

Figure 7.20
A cloud consumer accesses a ready-made environment hosted on a virtual server.

A ready-made environment is generally equipped with a complete software develop-
ment kit (SDK) that provides cloud consumers with programmatic access to the devel-
opment technologies that comprise their preferred programming stacks. 
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Middleware is available for multitenant platforms to support the development and 
deployment of Web applications. Some cloud providers offer runtime execution envi-
ronments for cloud services that are based on different runtime performance and bill-
ing parameters. For example, a front-end instance of a cloud service can be confi gured 
to respond to time-sensitive requests more effectively than a back-end instance. The 
former variation will be billed at a different rate than the latter. 

As further demonstrated in the upcoming case study example, a solution can be par-
titioned into groups of logic that can be designated for both frontend and backend 
instance invocation so as to optimize runtime execution and billing.

CASE STUDY EXAMPLE

ATN developed  and deployed several non-critical business applications using a 
leased PaaS environment. One was a Java-based Part Number Catalog Web applica-
tion used for the switches and routers they manufacture. This application is used 
by different factories, but it does not manipulate transaction data, which is instead 
processed by a separate stock control system.

The application logic was split into front-end and back-end processing logic. The 
front-end logic was used to process simple queries and updates to the catalog. The 
back-end part contains the logic required to render the complete catalog and corre-
late similar components and legacy part numbers.

Figure 7.21 illustrates the development and deployment environment for ATN’s Part 
Number Catalog application. Note how the cloud consumer assumes both the devel-
oper and end-user roles. 
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Figure 7.21
The developer uses the provided SDK to develop the Part Number Catalog Web application (1). The application software 
is deployed on a Web platform that was established by two ready-made environments called the front-end instance (2a) 
and the back-end instance (2b). The application is made available for usage and one end-user accesses its front-end 
instance (3). The software running in the front-end instance invokes a long-running task at the back-end instance that 
corresponds to the processing required by the end-user (4). The application software deployed at both the front-end 
and back-end instances is backed by a cloud storage device that provides persistent storage of the application data (5).
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A typical cloud technology architecture contains numerous moving parts to address 
distinct usage requirements of IT resources and solutions. Each mechanism cov-

ered in this chapter fulfi lls a specifi c runtime function in support of one or more cloud 
characteristics.

The following specialized cloud mechanisms are described in this chapter:

 • Automated Scaling Listener

 • Load Balancer

 • SLA Monitor

 • Pay-Per-Use Monitor

 • Audit Monitor

 • Failover System

 • Hypervisor

 • Resource Cluster

 • Multi-Device Broker

 • State Management Database

All of these mechanisms can be considered extensions to cloud infrastructure, and can 
be combined in numerous ways as part of distinct and custom technology architec-
tures, many examples of which are provided in Part III of this book.

8.1 Automated Scaling Listener

The automated scaling listener mechanism   is a service agent that monitors and tracks 
communications between cloud service consumers and cloud services for dynamic 
scaling purposes. Automated scaling listeners are deployed within the cloud, typically 
near the fi rewall, from where they automatically track workload status information. 
Workloads can be determined by the volume of cloud consumer-generated requests or 
via back-end processing demands triggered by certain types of requests. For example, a 
small amount of incoming data can result in a large amount of processing.
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Automated scaling listeners can provide different types of responses to workload fl uc-
tuation conditions, such as: 

 • Automatically scaling IT resources out or in based on parameters previously 
defi ned by the cloud consumer (commonly referred to as auto-scaling).

 • Automatic notifi cation of the cloud consumer when workloads exceed current 
thresholds or fall below allocated resources (Figure 8.1). This way, the cloud con-
sumer can choose to adjust its current IT resource allocation.

Different cloud provider vendors have different names for service agents that act as 
automated scaling listeners. 

Figure 8.1
Three cloud service consumers attempt to access one cloud service simultaneously (1). The automated scaling 
listener scales out and initiates the creation of three redundant instances of the service (2). A fourth cloud 
service consumer attempts to use the cloud service (3). Programmed to allow up to only three instances of the 
cloud service, the automated scaling listener rejects the fourth attempt and notifies the cloud consumer that the 
requested workload limit has been exceeded (4). The cloud consumer’s cloud resource administrator accesses the 
remote administration environment to adjust the provisioning setup and increase the redundant instance limit (5).
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CASE STUDY EXAMPLE

NOTE

This case study example makes reference to the live VM migration com-
ponent, which is introduced in the Hypervisor Clustering Architecture sec-
tion in Chapter 12, and further described and demonstrated in subsequent 
architecture scenarios.

DTGOV’s physical servers  vertically scale virtual server instances, starting with 
the smallest virtual machine confi guration (1 virtual processor core, 4 GB of virtual 
RAM) to the largest (128 virtual processor cores, 512 GB of virtual RAM). The virtu-
alization platform is confi gured to automatically scale a virtual server at runtime, as 
follows:

 • Scaling-Down – The virtual server continues residing on the same physical host 
server while being scaled down to a lower performance confi guration.

 • Scaling-Up – The virtual server’s capacity is doubled on its original physical host 
server. The VIM may also live migrate the virtual server to another physical 
server if the original host server is overcommitted. Migration is automatically 
performed at runtime and does not require the virtual server to shut down.

Auto-scaling settings controlled by cloud consumers determine the runtime behav-
ior of automated scaling listener agents, which run on the hypervisor that monitors 
the resource usage of the virtual servers. For example, one cloud consumer has it set 
up so that whenever resource usage exceeds 80% of a virtual server’s capacity for 60 
consecutive seconds, the automated scaling listener triggers the scaling-up process 
by sending the VIM platform a scale-up command. Conversely, the automated scal-
ing listener also commands the VIM to scale down whenever resource usage dips 
15% below capacity for 60 consecutive seconds (Figure 8.2).

Figure 8.3 illustrates the live migration of a virtual machine, as performed by the VIM.

The scaling down of the virtual server by the VIM is depicted in Figure 8.4.
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Figure 8.2
A cloud consumer creates and starts a virtual server with 8 virtual processor cores and 16 GB of virtual RAM (1). The 
VIM creates the virtual server at the cloud service consumer’s request and allocates it to Physical Server 1 to join 3 other 
active virtual servers (2). Cloud consumer demand causes the virtual server usage to increase by over 80% of the CPU 
capacity for 60 consecutive seconds (3). The automated scaling listener running at the hypervisor detects the need to 
scale up and commands the VIM accordingly (4).
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Figure 8.3
The VIM determines that scaling up the virtual server on Physical Server 1 is not possible and proceeds to live migrate 
it to Physical Server 2.
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Figure 8.4
The virtual server’s CPU/RAM usage remains below 15% capacity for 60 consecutive seconds (6). The automated 
scaling listener detects the need to scale down and commands the VIM (7), which scales down the virtual server (8) 
while it remains active on Physical Server 2.
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8.2 Load Balancer

A common approach   to horizontal scaling is to balance a workload across two or more 
IT resources to increase performance and capacity beyond what a single IT resource 
can provide. The load balancer mechanism is a runtime agent with logic fundamentally 
based on this premise. 

Beyond simple division of labor algorithms (Figure 8.5), load balancers can perform a 
range of specialized runtime workload distribution functions that include:

 • Asymmetric Distribution – larger  workloads are issued to IT resources with higher 
processing capacities

 • Workload Prioritization – workloads  are scheduled, queued, discarded, and distrib-
uted workloads according to their priority levels

 • Content-Aware Distribution – requests  are distributed to different IT resources as 
dictated by the request content 

Figure 8.5
A load balancer implemented as a service agent transparently distributes incoming workload request messages across two 
redundant cloud service implementations, which in turn maximizes performance for the cloud service consumers.
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A load balancer is programmed or confi gured with a set of performance and QoS rules 
and parameters with the general objectives of optimizing IT resource usage, avoiding 
overloads, and maximizing throughput. 

The load balancer mechanisms can exist as a:

 • multi-layer network switch

 • dedicated hardware appliance

 • dedicated software-based system (common in server operating systems)

 • service agent (usually controlled by cloud management software)

The load balancer is typically located on the communication path between the IT 
resources generating the workload and the IT resources performing the workload 
processing. This mechanism can be designed as a transparent agent that remains hid-
den from the cloud service consumers, or as a proxy component that abstracts the IT 
resources performing their workload. 

CASE STUDY EXAMPLE

The ATN Part Number Catalog  cloud service does not manipulate transaction data 
even though it is used by multiple factories in different regions. It has peak usage 
periods during the fi rst few days of every month that coincide with the preparatory 
processing of heavy stock control routines at the factories. ATN followed their cloud 
provider’s recommendations and upgraded the cloud service to be highly scalable in 
order to support the anticipated workload fl uctuations.

After developing the necessary upgrades, ATN decides to test the scalability by using 
a robot automation testing tool that simulates heavy workloads. The tests need to 
determine whether the application can seamlessly scale to serve peak workloads that 
are 1,000 times greater than their average workloads. The robots proceed to simulate 
workloads that last 10 minutes. 

The application’s resulting auto-scaling functionality is demonstrated in Figure 8.6.
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Figure 8.6
New instances of the cloud services are automatically created to meet increasing usage requests. The load balancer 
uses round-robin scheduling to ensure that the traffic is distributed evenly among the active cloud services.

8.3 SLA Monitor

The SLA monitor mechanism    is used to specifi cally observe the runtime performance 
of cloud services to ensure that they are fulfi lling the contractual QoS requirements that 
are published in SLAs (Figure 8.7). The data collected by the SLA monitor is processed 
by an SLA management system to be aggregated into SLA reporting metrics. The sys-
tem can proactively repair or failover cloud services when exception conditions occur, 
such as when the SLA monitor reports a cloud service as “down.” 

The SLA management system mechanism is discussed in Chapter 9.
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Figure 8.7
The SLA monitor polls the cloud service by 
sending over polling request messages (MREQ1 
to MREQN). The monitor receives polling response 
messages (MREP1 to MREPN) that report that the 
service was “up” at each polling cycle (1a). The 
SLA monitor stores the “up” time—time period of 
all polling cycles 1 to N—in the log database (1b). 

The SLA monitor polls the cloud service that sends 
polling request messages (MREQN+1 to MREQN+M). 
Polling response messages are not received (2a). 
The response messages continue to time out, so 
the SLA monitor stores the “down” time—time 
period of all polling cycles N+1 to N+M—in the 
log database (2b). 

The SLA monitor sends a polling request message 
(MREQN+M+1) and receives the polling response 
message (MREPN+M+1) (3a). The SLA monitor stores 
the “up” time in the log database (3b).
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CASE STUDY EXAMPLE

The standard SLA for  virtual servers in DTGOV’s leasing agreements defi nes a mini-
mum IT resource availability of 99.95%, which is tracked using two SLA monitors: 
one based on a polling agent and the other based on a regular monitoring agent 
implementation.

SLA Monitor Polling Agent

DTGOV’s polling SLA monitor runs in the external perimeter network to detect phys-
ical server timeouts. It is able to identify data center network, hardware, and software 
failures (with minute-granularity) that result in physical server non-responsiveness. 
Three consecutive timeouts of 20-second polling periods are required to declare IT 
resource unavailability. 

Three types of events are generated:

 • PS_Timeout – the physical server polling has timed out

 • PS_Unreachable – the physical server polling has consecutively timed out three 
times

 • PS_Reachable – the previously unavailable physical server becomes responsive to 
polling again

SLA Monitoring Agent

The VIM’s event-driven API implements the SLA monitor as a monitoring agent to 
generate the following three events:

 • VM_Unreachable – the VIM cannot reach the VM

 • VM Failure – the VM has failed and is unavailable

 • VM_Reachable – the VM is reachable

The events generated by the polling agent have timestamps that are logged into an 
SLA event log database and used by the SLA management system to calculate IT 
resource availability. Complex rules are used to correlate events from different poll-
ing SLA monitors and the affected virtual servers, and to discard any false positives 
for periods of unavailability. 

Figures 8.8 and 8.9 show the steps taken by SLA monitors during a data center net-
work failure and recovery.
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Figure 8.8
At timestamp = t1, a firewall cluster has failed and all of the IT resources in the data center become 
unavailable (1). The SLA monitor polling agent stops receiving responses from physical servers and 
starts to issue PS_timeout events (2). The SLA monitor polling agent starts issuing PS_unreachable 
events after three successive PS_timeout events. The timestamp is now t2 (3). 
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Figure 8.9
The IT resource becomes operational at timestamp = t3 (4). The SLA monitor polling agent receives 
responses from the physical servers and issues PS_reachable events. The timestamp is now t4 (5). 
The SLA monitoring agent did not detect any unavailability since the communication between the VIM 
platform and physical servers was not affected by the failure (6).
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The SLA management system uses the information stored in the log database to cal-
culate the period of unavailability as t4 – t3, which affected all of the virtual servers 
in the data center.

Figures 8.10 and 8.11 illustrate the steps that are taken by the SLA monitors during 
the failure and subsequent recovery of a physical server that is hosting three virtual 
servers (VM1, VM2, VM3).

Figure 8.10
At timestamp = t1, the physical host server has failed and becomes unavailable (1). The SLA monitoring agent captures 
a VM_unreachable event that is generated for each virtual server in the failed host server (2a). The SLA monitor polling 
agent stops receiving responses from the host server and issues PS_timeout events (2b). At timestamp = t2, the SLA 
monitoring agent captures a VM_failure event that is generated for each of the failed host server’s three virtual servers 
(3a). The SLA monitor polling agent starts to issue PS_unavailable events after three successive PS_timeout events at 
timestamp = t3 (3b). 
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Figure 8.11
The host server becomes operational at timestamp = t4 (4). The SLA monitor polling agent receives responses from the 
physical server and issues PS_reachable events at timestamp = t5 (5a). At timestamp = t6, the SLA monitoring agent 
captures a VM_reachable event that is generated for each virtual server (5b). The SLA management system calculates the 
unavailability period that affected all of the virtual servers as t6 – t2.

8.4 Pay-Per-Use Monitor

The pay-per-use monitor mechanism    measures cloud-based IT resource usage in accor-
dance with predefi ned pricing parameters and generates usage logs for fee calculations 
and billing purposes. 

Some typical monitoring variables are:

 • request/response message quantity

 • transmitted data volume

 • bandwidth consumption

The data collected by the pay-per-use monitor is processed by a billing management 
system that calculates the payment fees. The billing management system mechanism is 
covered in Chapter 9.
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Figure 8.12 shows a pay-per-use monitor implemented as a resource agent used to deter-
mine the usage period of a virtual server.

Figure 8.12
A cloud consumer requests the creation of a new instance of a cloud service (1). The IT resource is instantiated 
and the pay-per-use monitor receives a “start” event notification from the resource software (2). The pay-per-use 
monitor stores the value timestamp in the log database (3). The cloud consumer later requests that the cloud 
service instance be stopped (4). The pay-per-use monitor receives a “stop” event notification from the resource 
software (5) and stores the value timestamp in the log database (6).
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Figure 8.13 illustrates a pay-per-use monitor designed as a monitoring agent that trans-
parently intercepts and analyzes runtime communication with a cloud service.

Figure 8.13
A cloud service consumer sends a request message to the cloud service (1). The pay-per-use monitor 
intercepts the message (2), forwards it to the cloud service (3a), and stores the usage information in 
accordance with its monitoring metrics (3b). The cloud service forwards the response messages back to 
the cloud service consumer to provide the requested service (4).
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CASE STUDY EXAMPLE

DTGOV decides  to invest in a commercial system capable of generating invoices 
based on events pre-defi ned as “billable” and customizable pricing models. The 
installation of the system results in two proprietary databases: the billing event data-
base and the pricing scheme database.

Runtime events are collected via cloud usage monitors that are implemented as 
extensions to the VIM platform using the VIM’s API. The pay-per-use monitor poll-
ing agent periodically supplies the billing system with billable events information. 
A separate monitoring agent provides further supplemental billing-related data, 
such as:

 • Cloud Consumer Subscription Type – This information is used to identify the type 
of pricing model for usage fee calculations, including pre-paid subscription with 
usage quota, post-paid subscription with maximum usage quota, and post-paid 
subscription with unlimited usage.

 • Resource Usage Category – The billing management system uses this information 
to identify the range of usage fees that are applicable to each usage event. Exam-
ples include normal usage, reserved IT resource usage, and premium (managed) 
service usage.

 • Resource Usage Quota Consumption – When usage contracts defi ne IT resource 
usage quotas, usage event conditions are typically supplemented with quota 
consumption and updated quota limits.

Figure 8.14 illustrates the steps that are taken by DTGOV’s pay-per-use monitor dur-
ing a typical usage event.
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Figure 8.14
The cloud consumer (CS_ID = CS1) creates and starts a virtual server (VM_ID = VM1) of configuration size type 1 
(VM_TYPE = type1) (1). The VIM creates the virtual server instance as requested (2a). The VIM’s event-driven API 
generates a resource usage event with timestamp = t1, which is captured and forwarded to the pay-per-use monitor 
by the cloud usage monitor (2b). The pay-per-use monitor interacts with the pricing scheme database to identify the 
chargeback and usage metrics that apply to the resource usage. A “started usage” billable event is generated and stored 
in the billable event log database (3). The virtual server’s usage increases and reaches the auto-scaling threshold (4). 
The VIM scales up Virtual Server VM1 (5a) from configuration type 1 to type 2 (VM_TYPE = type2). The VIM’s event-
driven API generates a resource usage event with timestamp = t2, which is captured and forwarded to the pay-per-use 
monitor by the cloud usage monitor (5b). The pay-per-use monitor interacts with the pricing scheme database to identify 
the chargeback and usage metrics that apply to the updated IT resource usage. A “changed usage” billable event is 
generated and stored in the billable event log database (6). The cloud consumer shuts down the virtual server (7) and the 
VIM stops Virtual Server VM1 (8a). The VIM’s event-driven API generates a resource usage event with timestamp = t3, 
which is captured and forwarded to the pay-per-use monitor by the cloud usage monitor (8b). The pay-per-use monitor 
interacts with the pricing scheme database to identify the chargeback and usage metrics that apply to the updated IT 
resource usage. A “finished usage” billable event is generated and stored in the billable event log database (9). The 
billing system tool can now be used by the cloud provider to access the log database and calculate the total usage fee for 
the virtual server as (Fee(VM1)) (10).
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8.5 Audit Monitor

The audit monitor mechanism    is used to collect audit tracking data for networks and IT 
resources in support of (or dictated by) regulatory and contractual obligations. Figure 
8.15 depicts an audit monitor implemented as a monitoring agent that intercepts “login” 
requests and stores the requestor’s security credentials, as well as both failed and suc-
cessful login attempts, in a log database for future audit reporting purposes.

Figure 8.15
A cloud service consumer requests access to a cloud service by sending a login request message with 
security credentials (1). The audit monitor intercepts the message (2) and forwards it to the authentication 
service (3). The authentication service processes the security credentials. A response message is generated 
for the cloud service consumer, in addition to the results from the login attempt (4). The audit monitor 
intercepts the response message and stores the entire collected login event details in the log database, as per 
the organization’s audit policy requirements (5). Access has been granted, and a response is sent back to the 
cloud service consumer (6).

CASE STUDY EXAMPLE

A key feature of  Innovartus’ role-playing solution is its unique user-interface. How-
ever, the advanced technologies used for its design have imposed licensing restric-
tions that legally prevent Innovartus from charging users in certain geographical 
regions for usage of the solution. Innovartus’ legal department is working on getting 
these issues resolved. But in the meantime, it has provided the IT department with 
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a list of countries in which the application can either not be accessed by users or in 
which user access needs to be free of charge.

In order to collect information about the origin of clients accessing the application, 
Innovartus asks its cloud provider to establish an audit monitoring system. The 
cloud provider deploys an audit monitoring agent to intercept each inbound mes-
sage, analyze its corresponding HTTP header, and collect details about the origin 
of the end-user. As per Innovartus’ request, the cloud provider further adds a log 
database to collect the regional data of each end-user request for future reporting 
purposes. Innovartus further upgrades its application so that end-users from select 
countries are able to access the application at no charge (Figure 8.16).

Figure 8.16
An end-user attempts access to the Role Player cloud service (1). An audit monitor transparently intercepts the HTTP 
request message and analyzes the message header to determine the geographical origin of the end-user (2). The 
audit monitoring agent determines that the end-user is from a region that Innovartus is not authorized to charge a fee 
for access to the application. The agent forwards the message to the cloud service (3a) and generates the audit track 
information for storage in the log database (3b). The cloud service receives the HTTP message and grants the end-user 
access at no charge (4).
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8.6 Failover System

The failover system mechanism is used to   increase the reliability and availability of IT 
resources by using established clustering technology to provide redundant implemen-
tations. A failover system is confi gured to automatically switch over to a redundant 
or standby IT resource instance whenever the currently active IT resource becomes 
unavailable. 

Failover systems are commonly used for mission-critical programs and reusable ser-
vices that can introduce a single point of failure for multiple applications. A failover 
system can span more than one geographical region so that each location hosts one or 
more redundant implementations of the same IT resource. 

The resource replication mechanism is sometimes utilized by the failover system to 
provide redundant IT resource instances, which are actively monitored for the detection 
of errors and unavailability conditions.

Failover systems come in two basic confi gurations:

Active-Active

In an active-active confi guration, redundant implementations  of the IT resource 
actively serve the workload synchronously (Figure 18.17). Load balancing among active 
instances is required. When a failure is detected, the failed instance is removed from 
the load balancing scheduler (Figure 18.18). Whichever IT resource remains operational 
when a failure is detected takes over the processing (Figure 18.19).
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Figure 8.17
The failover system monitors the operational status of Cloud Service A. 
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Figure 8.18
When a failure is detected in one Cloud Service A implementation, the failover system commands the 
load balancer to switch over the workload to the redundant Cloud Service A implementation. 

Figure 8.19
The failed Cloud Service A implementation is recovered or replicated into an operational cloud service. 
The failover system now commands the load balancer to distribute the workload again.
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Active-Passive 

In an active-passive confi guration, a standby or inactive  implementation is activated to 
take over the processing from the IT resource that becomes unavailable, and the cor-
responding workload is redirected to the instance taking over the operation (Figures 
8.20 to 8.22). 

Some failover systems are designed to redirect workloads to active IT resources that 
rely on specialized load balancers that detect failure conditions and exclude failed 
IT resource instances from the workload distribution. This type of failover system is 
suitable for IT resources that do not require execution state management and provide 
stateless processing capabilities. In technology architectures that are typically based on 
clustering and virtualization technologies, the redundant or standby IT resource imple-
mentations are also required to share their state and execution context. A complex task 
that was executed on a failed IT resource can remain operational in one of its redundant 
implementations. 

Figure 8.20
The failover system monitors the operational status of Cloud Service A. The Cloud Service A 
implementation acting as the active instance is receiving cloud service consumer requests.
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Figure 8.21
The Cloud Service A implementation acting as the active instance encounters a failure that is detected 
by the failover system, which subsequently activates the inactive Cloud Service A implementation and 
redirects the workload toward it. The newly invoked Cloud Service A implementation now assumes the 
role of active instance.

Figure 8.22
The failed Cloud Service A implementation is recovered or replicated an operational cloud service, and is 
now positioned as the standby instance, while the previously invoked Cloud Service A continues to serve 
as the active instance.
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CASE STUDY EXAMPLE

DTGOV creates a resilient  virtual server to support the allocation of virtual server 
instances that are hosting critical applications, which are being replicated in multiple 
data centers. The replicated resilient virtual server has an associated active-passive 
failover system. Its network traffi c fl ow can be switched between the IT resource 
instances that are residing at different data centers, if the active instance were to fail 
(Figure 8.23). 

Figure 8.23
A resilient virtual server is established by replicating the virtual server instance across two different data centers, 
as performed by the VIM that is running at both data centers. The active instance receives the network traffic and is 
vertically scaling in response, while the standby instance has no workload and runs at the minimum configuration.
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Figure 8.24 illustrates SLA monitors detecting failure in an active instance of a vir-
tual server.

Figure 8.24
SLA monitors detect when the active virtual server instance becomes unavailable.

Figure 8.25 shows traffi c being switched over to the standby instance, which has now 
become active.
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Figure 8.25
The failover system is implemented as an event-driven software agent that intercepts the message notifications the 
SLA monitors send regarding server unavailability. In response, the failover system interacts with the VIM and network 
management tools to redirect all of the network traffic to the now-active standby instance.

In Figure 8.26, the failed virtual server becomes operational and turns into the 
standby instance.
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Figure 8.26
The failed virtual server instance is revived and scaled down to the minimum standby instance configuration after it 
resumes normal operation.
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8.7 Hypervisor

The hypervisor mechanism is    a fundamental part of virtualization infrastructure that is 
primarily used to generate virtual server instances of a physical server. A hypervisor is 
generally limited to one physical server and can therefore only create virtual images of 
that server (Figure 8.27). Similarly, a hypervisor can only assign virtual servers it gener-
ates to resource pools that reside on the same underlying physical server. A hypervisor 
has limited virtual server management features, such as increasing the virtual server’s 
capacity or shutting it down. The VIM provides a range of features for administering 
multiple hypervisors across physical servers.

Figure 8.27
Virtual servers are created via individual hypervisor on individual physical servers. All three hypervisors are 
jointly controlled by the same VIM.

Hypervisor software can be installed directly in bare-metal servers and provides fea-
tures for controlling, sharing and scheduling the usage of hardware resources, such as 
processor power, memory, and I/O. These can appear to each virtual server’s operating 
system as dedicated resources. 
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CASE STUDY EXAMPLE

DTGOV has established  a virtualization platform in which the same hypervisor soft-
ware product is running on all physical servers. The VIM coordinates the hardware 
resources in each data center so that virtual server instances can be created from the 
most expedient underlying physical server. 

As a result, cloud consumers are able to lease virtual servers with auto-scaling fea-
tures. In order to offer fl exible confi gurations, the DTGOV virtualization platform 
provides live VM migration of virtual servers among physical servers inside the 
same data center. This is illustrated in Figures 8.23 and 8.24, where a virtual server 
live-migrates from one busy physical server to another that is idle, allowing it to scale 
up in response to an increase in its workload. 

Figure 8.28
A virtual server capable of auto-scaling experiences an increase in its workload (1). 
The VIM decides that the virtual server cannot scale up because its underlying physical 
server host is being used by other virtual servers (2). 
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Figure 8.29
The VIM commands the hypervisor on the busy physical server to suspend execution of 
the virtual server (3). The VIM then commands the instantiation of the virtual server on 
the idle physical server. State information (such as dirty memory pages and processor 
registers) is synchronized via a shared cloud storage device (4). The VIM commands 
the hypervisor at the new physical server to resume the virtual server processing (5).
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8.8 Resource Cluster

Cloud-based IT resources that    are geographically diverse can 
be logically combined into groups to improve their allocation 
and use. The resource cluster mechanism (Figure 8.30) is used to 
group multiple IT resource instances so that they can be oper-
ated as a single IT resource. This increases the combined com-
puting capacity, load balancing, and availability of the clustered 
IT resources.

Resource cluster architectures rely on high-speed dedicated 
network connections, or cluster nodes, between IT resource 
instances to communicate about workload distribution, task 
scheduling, data sharing, and system synchronization. A cluster management platform 
that is running as distributed middleware in all of the cluster nodes is usually respon-
sible for these activities. This platform implements a coordination function that allows 
distributed IT resources to appear as one IT resource, and also executes IT resources 
inside the cluster.

Common resource cluster types include:

 • Server Cluster – Physical  or virtual servers are clustered to increase performance 
and availability. Hypervisors running on different physical servers can be confi g-
ured to share virtual server execution state (such as memory pages and processor 
register state) in order to establish clustered virtual servers. In such confi gura-
tions, which usually require physical servers to have access to shared storage, 
virtual servers are able to live-migrate from one to another. In this process, the 
virtualization platform suspends the execution of a given virtual server at one 
physical server and resumes it on another physical server. The process is transpar-
ent to the virtual server operating system and can be used to increase scalability 
by live-migrating a virtual server that is running at an overloaded physical server 
to another physical server that has suitable capacity. 

 • Database Cluster – Designed  to improve data availability, this high-availability 
resource cluster has a synchronization feature that maintains the consistency of 
data being stored at different storage devices used in the cluster. The redundant 
capacity is usually based on an active-active or active-passive failover system 
committed to maintaining the synchronization conditions.

Figure 8.30
The curved dashed lines 
are used to indicate that IT 
resources are clustered. 



204 Chapter 8: Specialized Cloud Mechanisms

 • Large Dataset Cluster – Data partitioning and distribution is implemented so that 
the target datasets can be  effi ciently partitioned without compromising data 
integrity or computing accuracy. Each cluster node processes workloads without 
communicating with other nodes as much as in other cluster types.

Many resource clusters require cluster nodes to have almost identical computing capac-
ity and characteristics in order to simplify the design of and maintain consistency 
within the resource cluster architecture. The cluster nodes in high-availability cluster 
architectures need to access and share common storage IT resources. This can require 
two layers of communication between the nodes—one for accessing the storage device 
and another to execute IT resource orchestration (Figure 8.31). Some resource clusters 
are designed with more loosely coupled IT resources that only require the network 
layer (Figure 8.32).

Figure 8.31
Load balancing and resource replication 
are implemented through a cluster-
enabled hypervisor. A dedicated 
storage area network is used to 
connect the clustered storage and the 
clustered servers, which are able to 
share common cloud storage devices. 
This simplifies the storage replication 
process, which is independently 
carried out at the storage cluster. (See 
the Hypervisor Clustering Architecture 
section in Chapter 12 for a more detailed 
description.) 
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Figure 8.32
A loosely coupled server cluster that incorporates a load balancer. There is 
no shared storage. Resource replication is used to replicate cloud storage 
devices through the network by the cluster software.

There are two basic types of resource clusters:

 • Load Balanced Cluster – This resource  cluster specializes in distributing workloads 
among cluster nodes to increase IT resource capacity while preserving the central-
ization of IT resource management. It usually implements a load balancer mecha-
nism that is either embedded within the cluster management platform or set up as 
a separate IT resource.

 • HA Cluster – A high-availability cluster  maintains system availability in the event 
of multiple node failures, and has redundant implementations of most or all of 
the clustered IT resources. It implements a failover system mechanism that moni-
tors failure conditions and automatically redirects the workload away from any 
failed nodes.

The provisioning of clustered IT resources can be considerably more expensive than 
the provisioning of individual IT resources that have an equivalent computing capacity.
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CASE STUDY EXAMPLE

DTGOV is considering  introducing a clustered virtual server to run in a high- 
availability cluster as part of the virtualization platform (Figure 8.33). The virtual 
servers can live migrate among the physical servers, which are pooled in a high-
availability hardware cluster that is controlled by coordinated cluster-enabled hyper-
visors. The coordination function keeps replicated snapshots of the running virtual 
servers to facilitate migration to other physical servers in the event of a failure. 

Figure 8.33
An HA virtualization cluster of physical servers is deployed using a cluster-enabled hypervisor, 
which guarantees that the physical servers are constantly in sync. Every virtual server that is 
instantiated in the cluster is automatically replicated in at least two physical servers.
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Figure 8.34 identifi es the virtual servers that are migrated from their failed physical 
host server to other available physical servers.

Figure 8.34
All of the virtual servers that are hosted on a physical server experiencing failure are automatically 
migrated to other physical servers.
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Figure 8.35
A multi-device broker contains the mapping logic necessary to transform data exchanges 
between a cloud service and different types of cloud service consumer devices. This 
scenario depicts the multi-device broker as a cloud service with its own API. This 
mechanism can also be implemented as a service agent that intercepts messages at runtime 
to perform necessary transformations.

8.9 Multi-Device Broker 

An individual cloud service   may need to be accessed by a range of cloud service con-
sumers differentiated by their hosting hardware devices and/or communication 
requirements. To overcome incompatibilities between a cloud service and a disparate 
cloud service consumer, mapping logic needs to be created to transform (or convert) 
information that is exchanged at runtime.

The multi-device broker mechanism is used to facilitate runtime data transformation so 
as to make a cloud service accessible to a wider range of cloud service consumer pro-
grams and devices (Figure 8.35). 
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Multi-device brokers commonly  exist as gateways or incorporate gateway components, 
such as:

 • XML Gateway – transmits  and validates XML data

 • Cloud Storage Gateway –  transforms cloud storage protocols and encodes storage 
devices to facilitate data transfer and storage

 • Mobile Device Gateway –  transforms the communication protocols used by mobile 
devices into protocols that are compatible with a cloud service

The levels at which transformation logic can be created include: 

 • transport protocols

 • messaging protocols

 • storage device protocols

 • data schemas/data models

For example, a multi-device broker may contain mapping logic that coverts both trans-
port and messaging protocols for a cloud service consumer accessing a cloud service 
with a mobile device.

CASE STUDY EXAMPLE

Innovartus has decided  to make its role-playing application available to various 
mobile and smartphone devices. A complication that hindered Innovartus’ develop-
ment team during the mobile enhancement design stage was the diffi culty in repro-
ducing identical user experiences across different mobile platforms. To resolve this 
issue, Innovartus implements a multi-device broker to intercept incoming messages 
from devices, identify the software platform, and convert the message format into 
the native, server-side application format (Figure 8.36).
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Figure 8.36
The multi-device broker intercepts incoming messages and detects the platform (Web browser, iOS, Android) of the 
source device (1). The multi-device broker transforms the message into the standard format required by the Innovartus 
cloud service (2). The cloud service processes the request and responds using the same standard format (3). The 
multi-device broker transforms the response message into the format required by the source device and delivers the 
message (4).

8.10 State Management Database

A state management database is    a storage device that is used to temporarily persist state 
data for software programs. As an alternative to caching state data in memory, software 
programs can off-load state data to the database in order to reduce the amount of run-
time memory they consume (Figures 8.37 and 8.38). By doing so, the software programs 
and the surrounding infrastructure are more scalable. State management databases are 
commonly used by cloud services, especially those involved in long-running runtime 
activities.
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Figure 8.37
During the lifespan of a cloud 
service instance it may be 
required to remain stateful 
and keep state data cached in 
memory, even when idle. 

Figure 8.38
By deferring state data to a state 
repository, the cloud service is 
able to transition to a stateless 
condition (or a partially 
stateless condition), thereby 
temporarily freeing system 
resources.

CASE STUDY EXAMPLE

ATN is expanding  its ready-made environment architecture to allow for the deferral 
of state information for extended periods by utilizing the state management database 
mechanism. Figure 8.39 demonstrates how a cloud service consumer working with a 
ready-made environment pauses activity, causing the environment to off-load cached 
state data. 
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Figure 8.39
The cloud consumer accesses the ready-made environment and requires three virtual servers to perform all activities 
(1). The cloud consumer pauses activity. All of the state data needs to be preserved for future access to the ready-
made environment (2). The underlying infrastructure is automatically scaled in by reducing the number of virtual 
servers. State data is saved in the state management database and one virtual server remains active to allow for 
future logins by the cloud consumer (3). At a later point, the cloud consumer logs in and accesses the ready-made 
environment to continue activity (4). The underlying infrastructure is automatically scaled out by increasing the 
number of virtual servers and by retrieving the state data from the state management database (5).
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Cloud-based IT resources need to be set up, confi gured, maintained, and monitored. 
The systems covered in this chapter are mechanisms that encompass and enable 

these types of management tasks. They form key parts of cloud technology architec-
tures by facilitating the control and evolution of the IT resources that form cloud plat-
forms and solutions. 

The following management-related mechanisms are described in this chapter:

 • Remote Administration System

 • Resource Management System

 • SLA Management System

 • Billing Management System

These systems typically provide integrated APIs and can be offered as individual prod-
ucts, custom applications, or combined into various product suites or multi-function 
applications. 

9.1 Remote Administration System

The remote administration system mechanism   (Figure 9.1) 
provides tools and user- interfaces for external cloud 
resource administrators to confi gure and administer 
cloud-based IT resources. 

A remote administration system can establish a portal 
for access to administration and management features 
of various underlying systems, including the resource 
management, SLA management, and billing manage-
ment systems described in this chapter (Figure 9.2).

Figure 9.1
The symbol used in this book for the 
remote administration system. The 
displayed user-interface will typically be 
labeled to indicate a specific type of portal.
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The tools and APIs provided by a remote administration system are generally used by 
the cloud provider to develop and customize online portals that provide cloud consum-
ers with a variety of administrative controls.

The following are the two primary types of portals that  are created with the remote 
administration system:

 • Usage and Administration Portal – A general  purpose portal that cen-
tralizes management controls to different cloud-based IT resources 
and can further provide IT resource usage reports. This portal is part 
of numerous cloud technology architectures covered in Chapters 11 
to 13.

  • Self-Service Portal – This is essentially a  shopping portal that allows 
cloud consumers to search an up-to-date list of cloud services and IT 
resources that are available from a cloud provider (usually for lease). 
The cloud consumer submits its chosen items to the cloud provider 
for provisioning. This portal is primarily associated with the rapid 
provisioning architecture described in Chapter 12.

Figure 9.2
The remote administration system abstracts underlying management systems to expose and 
centralize administration controls to external cloud resource administrators. The system 
provides a customizable user console, while programmatically interfacing with underlying 
management systems via their APIs.



216 Chapter 9: Cloud Management Mechanisms

Figure 9.3 illustrates a scenario involving a remote administration system and both 
usage and administration and self-service portals.

Figure 9.3
A cloud resource administrator uses the usage and administration portal to configure an already leased virtual server (not 
shown) to prepare it for hosting (1). The cloud resource administrator then uses the self-service portal to select and request 
the provisioning of a new cloud service (2). The cloud resource administrator then accesses the usage and administration 
portal again to configure the newly provisioned cloud service that is hosted on the virtual server (3). Throughout these steps, 
the remote administration system interacts with the necessary management systems to perform the requested actions (4).

Depending on:

 • the type of cloud product or cloud delivery model the cloud consumer is leasing 
or using from the cloud provider,

 • the level of access control granted by the cloud provider to the cloud consumer, 
and

 • further depending on which underlying management systems the remote admin-
istration system interfaces with, 
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…tasks that can commonly be performed by cloud consumers via a remote administra-
tion console include:

 • confi guring and setting up cloud services 

 • provisioning and releasing IT resource for on-demand cloud services

 • monitoring cloud service status, usage, and performance

 • monitoring QoS and SLA fulfi llment

 • managing leasing costs and usage fees

 • managing user accounts, security credentials, authorization, and access control

 • tracking internal and external access to leased services

 • planning and assessing IT resource provisioning

 • capacity planning

While the user-interface provided by the remote administration system will tend to be 
proprietary to the cloud provider, there is a preference among cloud consumers to work 
with remote administration systems that offer standardized APIs. This allows a cloud 
consumer to invest in the creation of its own front-end with the fore-knowledge that 
it can reuse this console if it decides to move to another cloud provider that supports 
the same standardized API. Additionally, the cloud consumer would be able to further 
leverage standardized APIs if it is interested in leasing and centrally administering IT 
resources from multiple cloud providers and/or IT resources residing in cloud and on-
premise environments.
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Figure 9.4
Standardized APIs published by remote administration systems from different clouds enable a cloud consumer to develop a 
custom portal that centralizes a single IT resource management portal for both cloud-based and on-premise IT resources.
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CASE STUDY EXAMPLE

DTGOV has  been offering its cloud consumers a user-friendly remote administration 
system for some time, and recently determined that upgrades are required in order 
to accommodate the growing number of cloud consumers and increasing diversity 
of requests. DTGOV is planning a development project to extend the remote admin-
istration system to fulfi ll the following requirements:

 • Cloud consumers need to be able to self-provision virtual servers and virtual 
storage devices. The system specifi cally needs to interoperate with the cloud-
enabled VIM platform’s proprietary API to enable self-provisioning capabilities.

 • A single sign-on mechanism (described in Chapter 10) needs to be incorporated 
to centrally authorize and control cloud consumer access.

 • An API that supports the provisioning, starting, stopping, releasing, up-down 
scaling, and replicating of commands for virtual servers and cloud storage 
devices needs to be exposed.

In support of these features, a self-service portal is developed and the feature-set of 
DTGOV’s existing usage and administration portal is extended.

9.2 Resource Management System

The resource management system mechanism    helps coordinate IT resources in response 
to management actions performed by both cloud consumers and cloud provid-
ers (Figure 9.5). Core to this system is the   virtual infrastructure manager (VIM) that 
coordinates the server hardware so that virtual server instances can be created from 
the most expedient underlying physical server. A VIM is a commercial product that 
can be used to manage a range of virtual IT resources across multiple physical serv-
ers. For example, a VIM can create and manage multiple instances of a hypervisor 
across different physical servers or allocate a virtual server on one physical server to 
another (or to a resource pool).
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Tasks that are typically automated and implemented through the resource management 
system include:

 • managing virtual IT resource templates that are used to create pre-built instances, 
such as virtual server images

 • allocating and releasing virtual IT resources into the available physical infrastruc-
ture in response to the starting, pausing, resuming, and termination of virtual IT 
resource instances

 • coordinating IT resources in relation to the involvement of other mechanisms, 
such as resource replication, load balancer, and failover system

 • enforcing usage and security policies throughout the lifecycle of cloud service 
instances

 • monitoring operational conditions of IT resources

Resource management system functions can be accessed by cloud resource administra-
tors employed by the cloud provider or cloud consumer. Those working on behalf of a 
cloud provider will often be able to directly access the resource management system’s 
native console. 

Resource management systems typically expose APIs that allow cloud providers to 
build remote administration system portals that can be customized to selectively offer 
resource management controls to external cloud resource administrators acting on 
behalf of cloud consumer organizations via usage and administration portals.

Both forms of access are depicted in Figure 9.6.

Figure 9.5
A resource management system encompassing a VIM 
platform and a virtual machine image repository. The VIM 
may have additional repositories, including one dedicated 
to storing operational data.
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CASE STUDY EXAMPLE

The DTGOV resource management system  is an extension of a new VIM product it 
purchased, and provides the following primary features:

 • management of virtual IT resources with a fl exible allocation of pooled IT 
resources across different data centers

 • management of cloud consumer databases

 • isolation of virtual IT resources at logical perimeter networks

 • management of a template virtual server image inventory available for immedi-
ate instantiation

 • automated replication (“snapshotting”) of virtual server images for virtual server 
creation

Figure 9.6
The cloud consumer’s cloud resource administrator accesses a usage and administration portal externally to administer a 
leased IT resource (1). The cloud provider’s cloud resource administrator uses the native user-interface provided by the VIM 
to perform internal resource management tasks (2). 
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 • automated up-down scaling of virtual servers according to usage thresholds to 
enable live VM migration among physical servers

 • an API for the creation and management of virtual servers and virtual storage 
devices

 • an API for the creation of network access control rules

 • an API for the up-down scaling of virtual IT resources

 • an API for the migration and replication of virtual IT resources across multiple 
data centers

 • interoperation with a single sign-on mechanism through an LDAP interface

Custom-designed SNMP command scripts are further implemented to interoperate 
with the network management tools to establish isolated virtual networks across 
multiple data centers. 

9.3 SLA Management System

The SLA management system mechanism   represents a range of commercially available 
cloud management products that provide features pertaining to the administration, col-
lection, storage, reporting, and runtime notifi cation of SLA data (Figure 9.7).

Figure 9.7
An SLA managemen t system encompassing an SLA 
manager and QoS measurements repository.
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An SLA management system deployment will generally include a repository used 
to store and retrieve collected SLA data based on pre-defi ned metrics and reporting 
parameters. It will further rely on one or more SLA monitor mechanisms to collect the 
SLA data that can then be made available in near-real time to usage and administration 
portals to provide on-going feedback regarding active cloud services (Figure 9.8). The 
metrics monitored for individual cloud services are aligned with the SLA guarantees in 
corresponding cloud provisioning contracts.

Figure 9.8
A cloud service consumer interacts with a cloud service (1). An SLA monitor intercepts the exchanged messages, evaluates 
the interaction, and collects relevant runtime data in relation to quality-of-service guarantees defined in the cloud service’s 
SLA (2A  ). The data collected is stored in a repository (2B) that is part of the SLA management system (3). Queries can be 
issued and reports can be generated for an external cloud resource administrator via a usage and administration portal (4) or 
for an internal cloud resource administrator via the SLA management system’s native user-interface (5).
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CASE STUDY EXAMPLE

DTGOV implements an SLA management system  that interoperates with its existing 
VIM. This integration allows DTGOV cloud resource administrators to monitor the 
availability of a range of hosted IT resources via SLA monitors.

DTGOV works with the SLA management system’s report design features to create 
the following pre-defi ned reports that are made available via custom dashboards:

 • Per-Data Center Availability Dashboard – Publicly accessible through DTGOV’s 
corporate cloud portal, this dashboard shows the overall operational conditions 
of each group of IT resources at each data center, in realtime.

 • Per-Cloud Consumer Availability Dashboard – This dashboard displays realtime 
operational conditions of individual IT resources. Information about each IT 
resource can only be accessed by the cloud provider and the cloud consumer 
leasing or owning the IT resource.

 • Per-Cloud Consumer SLA Report – This report consolidates and summarizes SLA 
statistics for cloud consumer IT resources, including downtimes and other time-
stamped SLA events.

The SLA events generated by the SLA monitors represent the status and performance 
of physical and virtual IT resources that are controlled by the virtualization plat-
form. The SLA management system interoperates with the network management 
tools through a custom-designed SNMP software agent that receives the SLA event 
notifi cations. 

The SLA management system also interacts with the VIM through its proprietary 
API to associate each network SLA event to the affected virtual IT resource. The sys-
tem includes a proprietary database used to store SLA events (such as virtual server 
and network downtimes). 

The SLA management system exposes a REST API that DTGOV uses to interface 
with its central remote administration system. The proprietary API has a component 
service implementation that can be used for batch-processing with the billing man-
agement system. DTGOV utilizes this to periodically provide downtime data that 
translates into credit applied to cloud consumer usage fees. 
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9.4 Billing Management System

The billing management system mechanism   is dedicated to the collection and processing 
of usage data as it pertains to cloud provider accounting and cloud consumer billing. 
Specifi cally, the billing management system relies on pay-per-use monitors to gather 
runtime usage data that is stored in a repository that the system components then draw 
from for billing, reporting, and invoicing purposes (Figures 9.9 and 9.10).

Figure 9.9
A billing management system comprised of a 
pricing and contract manager and a pay-per-use 
measurements repository.

The billing management system allows for the defi nition of different pricing policies, as 
well as custom pricing models on a per cloud consumer and/or per IT resource basis. 
Pricing models can vary from the traditional pay-per-use models, to fl at-rate or pay-per-
allocation modes, or combinations thereof.

Billing arrangements be based on pre-usage and post-usage payments. The latter type 
can include pre-defi ned limits or it can be set up (with the mutual agreement of the 
cloud consumer) to allow for unlimited usage (and, consequently, no limit on subse-
quent billing). When limits are established, they are usually in the form of usage quotas. 
When quotas are exceeded, the billing management system can block further usage 
requests by cloud consumers.
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Figure 9.10
A cloud service consumer exchanges messages with a cloud service (1). A pay-per-use monitor keeps 
track of the usage and collects data relevant to billing (2A), which is forwarded to a repository that is part 
of the billing management system (2B). The system periodically calculates the consolidated cloud service 
usage fees and generates an invoice for the cloud consumer (3). The invoice may be provided to the cloud 
consumer through the usage and administration portal (4).
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CASE STUDY EXAMPLE

DTGOV decides to  establish a billing management system that enables them to cre-
ate invoices for custom-defi ned billable events, such as subscriptions and IT resource 
volume usage. The billing management system is customized with the necessary 
events and pricing scheme metadata. 

It includes the following two corresponding proprietary databases: 

 • billable event repository 

 • pricing scheme repository

Usage events are collected from pay-per-use monitors that are implemented as exten-
sions to the VIM platform. Thin-granularity usage events, such as virtual server 
starting, stopping, up-down scaling, and decommissioning, are stored in a repository 
managed by the VIM platform. 

The pay-per-use monitors further regularly supply the billing management system 
with the appropriate billable events. A standard pricing model is applied to most 
cloud consumer contracts, although it can be customized when special terms are 
negotiated. 
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This chapter establishes a set of fundamental cloud security mechanisms, several of 
which can be used to counter the security threats described in Chapter 6.

10.1 Encryption

Data, by default, is   coded in a readable format known as  plaintext. When transmit-
ted over a network, plaintext is vulnerable to unauthorized and potentially malicious 
access. The encryption mechanism is a digital coding system dedicated to preserving 
the confi dentiality and integrity of data. It is used for encoding plaintext data into a 
protected and unreadable format.

Encryption technology commonly relies on a standardized algorithm called a  cipher to 
transform original plaintext data into encrypted data, referred to as  ciphertext. Access to 
ciphertext does not divulge the original plaintext data, apart from some forms of meta-
data, such as message length and creation date. When encryption is applied to plaintext 
data, the data is paired with a string of characters called an  encryption key, a secret mes-
sage that is established by and shared among authorized parties. The encryption key is 
used to decrypt the ciphertext back into its original plaintext format.

The encryption mechanism can help counter the traffi c eavesdropping, malicious inter-
mediary, insuffi cient authorization, and overlapping trust boundaries security threats. 
For example, malicious service agents that attempt traffi c eavesdropping are unable to 
decrypt messages in transit if they do not have the encryption key (Figure 10.1).
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There are two common forms of encryption known as symmetric encryption and asym-
metric encryption. 

Symmetric Encryption

Symmetric encryption  uses the same key for both encryption and decryption, both of 
which are performed by authorized parties that use the one shared key. Also known as 
 secret key cryptography, messages that are encrypted with a specifi c key can be decrypted 
by only that same key. Parties that rightfully decrypt the data are provided with evi-
dence that the original encryption was performed by parties that rightfully possess the 
key. A basic authentication check is always performed, because only authorized parties 
that own the key can create messages. This maintains and verifi es data confi dentiality.

Note that symmetrical encryption does not have the characteristic of non-repudiation, 
since determining exactly which party performed the message encryption or decryp-
tion is not possible if more than one party is in possession of the key.

Asymmetric Encryption

Asymmetric encryption relies  on the use of two different keys, namely a private key 
and a public key. With asymmetric encryption (which is also referred to as  public key 
cryptography), the private key is known only to its owner while the public key is com-
monly available. A document that was encrypted with a private key can only be cor-
rectly decrypted with the corresponding public key. Conversely, a document that was 

Figure 10.1
A malicious service agent is unable to retrieve data from an encrypted message. The retrieval attempt may 
furthermore be revealed to the cloud service consumer. (Note the use of the lock symbol to indicate that a security 
mechanism has been applied to the message contents.)
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encrypted with a public key can be decrypted only using its private key counterpart. As 
a result of two different keys being used instead of just the one, asymmetric encryption 
is almost always computationally slower than symmetric encryption.

The level of security that is achieved is dictated by whether a private key or public 
key was used to encrypt the plaintext data. As every asymmetrically encrypted mes-
sage has its own private-public key pair, messages that were encrypted with a private 
key can be correctly decrypted by any party with the corresponding public key. This 
method of encryption does not offer any confi dentiality protection, even though suc-
cessful decryption proves that the text was encrypted by the rightful private key owner. 
Private key encryption therefore offers  integrity protection in addition to authentic-
ity and non-repudiation. A message that was encrypted with a public key can only be 
decrypted by the rightful private key owner, which provides  confi dentiality protection. 
However, any party that has the public key can generate the ciphertext, meaning this 
method provides neither message integrity nor authenticity protection due to the com-
munal nature of the public key.

NOTE

The encryption mechanism, when used to secure Web-based data trans-
missions, is most commonly applied via  HTTPS, which refers to the use 
of SSL/TLS as an underlying encryption protocol for HTTP.   TLS (transport 
layer security) is the successor to the   SSL (secure sockets layer) technol-
ogy. Because asymmetric encryption is usually more time-consuming 
than symmetric encryption, TLS uses the former only for its key exchange 
method. TLS systems then switch to symmetric encryption once the keys 
have been exchanged. 

Most TLS implementations primarily support RSA as the chief asymmetri-
cal encryption cipher, while ciphers such as RC4, Triple-DES, and AES 
are supported for symmetrical encryption. 
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CASE STUDY EXAMPLE

Innovartus has recently  learned that users who access their User Registration Por-
tal via public Wi-Fi hot zones and unsecured LANs may be transmitting personal 
user profi le details via plaintext. Innovartus immediately remedies this vulnerabil-
ity by applying the encryption mechanism to its Web portal via the use of HTTPS 
(Figure 10.2).

Figure 10.2
The encryption mechanism is added to the communication channel between outside users and 
Innovartus’ User Registration Portal. This safeguards message confidentiality via the use of HTTPS.
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10.2 Hashing

The hashing mechanism is   used when a one-way, non-reversible form of data protection 
is required. Once hashing has been applied to a message, it is locked and no key is pro-
vided for the message to be unlocked. A common application of this mechanism is the 
storage of passwords.

Hashing technology can be used to derive a hashing code or  message digest from a mes-
sage, which is often of a fi xed length and smaller than the original message. The mes-
sage sender can then utilize the hashing mechanism to attach the message digest to the 
message. The recipient applies the same hash function to the message to verify that the 
produced message digest is identical to the one that accompanied the message. Any 
alteration to the original data results in an entirely different message digest and clearly 
indicates that tampering has occurred.

In addition to its utilization for protecting stored data, the cloud threats that can be 
mitigated by the hashing mechanism include malicious intermediary and insuffi cient 
authorization. An example of the former is illustrated in Figure 10.3.

Figure 10.3
A hashing function is applied to protect the integrity of a message that is intercepted and altered by a malicious 
service agent, before it is forwarded. The firewall can be configured to determine that the message has been 
altered, thereby enabling it to reject the message before it can proceed to the cloud service. 
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CASE STUDY EXAMPLE

A subset of the applications that  have been selected to be ported to ATN’s PaaS plat-
form allows users to access and alter highly sensitive corporate data. This informa-
tion is being hosted on a cloud to enable access by trusted partners who may use it 
for critical calculation and assessment purposes. Concerned that the data could be 
tampered with, ATN decides to apply the hashing mechanism as a means of protect-
ing and preserving the data’s integrity.

ATN cloud resource administrators work with the cloud provider to incorporate a 
digest-generating procedure with each application version that is deployed in the 
cloud. Current values are logged to a secure on-premise database and the proce-
dure is regularly repeated with the results analyzed. Figure 10.4 illustrates how ATN 
implements hashing to determine whether any non-authorized actions have been 
performed against the ported applications.

Figure 10.4
A hashing procedure is invoked when the PaaS environment is accessed (1). The applications that were ported to this 
environment are checked (2) and their message digests are calculated (3). The message digests are stored in a secure 
on-premise database (4), and a notification is issued if any of their values are not identical to the ones in storage.
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10.3 Digital Signature

The digital    signature mechanism is a means of providing data authenticity and integrity 
through authentication and non-repudiation. A message is assigned a digital signature 
prior to transmission, which is then rendered invalid if the message experiences any 
subsequent, unauthorized modifi cations. A digital signature provides evidence that the 
message received is the same as the one created by its rightful sender.

Both hashing and asymmetrical encryption  are involved in the creation of a digital sig-
nature, which essentially exists as a message digest that was encrypted by a private key 
and appended to the original message. The recipient verifi es the signature validity and 
uses the corresponding public key to decrypt the digital signature, which produces the 
message digest. The hashing mechanism can also be applied to the original message to 
produce this message digest. Identical results from the two different processes indicate 
that the message maintained its integrity.

The digital signature mechanism helps mitigate the malicious intermediary, insuffi -
cient authorization, and overlapping trust boundaries security threats (Figure 10.5). 
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Figure 10.5
Cloud Service Consumer B sends a message that was digitally signed but was altered by trusted attacker Cloud Service 
Consumer A. Virtual Server B is configured to verify digital signatures before processing incoming messages even 
if they are within its trust boundary. The message is revealed as illegitimate due to its invalid digital signature, and is 
therefore rejected by Virtual Server B.
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CASE STUDY EXAMPLE

With DTGOV’s client portfolio  expanding to include public-sector organizations, 
many of its cloud computing policies have become unsuitable and require modifi ca-
tion. Considering that public-sector organizations frequently handle strategic infor-
mation, security safeguards need to be established to protect data manipulation and 
to establish a means of auditing activities that may impact government operations. 

DTGOV proceeds to implement the digital signature mechanism specifi cally to 
protect its Web-based management environment (Figure 10.6). Virtual server self- 
provisioning inside the IaaS environment and the tracking functionality of realtime 
SLA and billing are all performed via Web portals. As a result, user error or mali-
cious actions could result in legal and fi nancial consequences.

Digital signatures provide DTGOV with the guarantee that every action performed 
is linked to its legitimate originator. Unauthorized access is expected to become 
highly improbable, since digital signatures are only accepted if the encryption key 
is identical to the secret key held by the rightful owner. Users will not have grounds 
to deny attempts at message adulteration because the digital signatures will confi rm 
message integrity. 
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Figure 10.6
Whenever a cloud consumer performs a management action that is related to IT resources provisioned by DTGOV, 
the cloud service consumer program must include a digital signature in the message request to prove the legitimacy 
of its user.
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10.4 Public Key Infrastructure (PKI)

A common approach for    managing the issuance of asymmetric keys is based on the 
public key infrastructure (PKI) mechanism, which exists as a system of protocols, data 
formats, rules, and practices that enable large-scale systems to securely use public key 
cryptography. This system is used to associate public keys with their corresponding key 
owners (known as  public key identifi cation) while enabling the verifi cation of key valid-
ity. PKIs rely on the use of digital certifi cates, which are digitally signed data structures 
that bind public keys to certifi cate owner identities, as well as to related information, 
such as validity periods. Digital certifi cates are usually digitally signed by a third-party 
   certifi cate authority (CA), as illustrated in Figure 10.7.

Other methods of generating digital signatures can be employed, even though the 
majority of digital certifi cates are issued by only a handful of trusted CAs like VeriSign 
and Comodo. Larger organizations, such as Microsoft, can act as their own CA and 
issue certifi cates to their clients and the public, since even individual users can generate 
certifi cates as long as they have the appropriate software tools.

Building up an acceptable level of trust for a CA is time-intensive but necessary. Rig-
orous security measures, substantial infrastructure investments, and stringent opera-
tional processes all contribute to establishing the credibility of a CA. The higher its 
level of trust and reliability, the more esteemed and reputable its certifi cates. The PKI is 
a dependable method for implementing asymmetric encryption, managing cloud con-
sumer and cloud provider identity information, and helping to defend against the mali-
cious intermediary and insuffi cient authorization threats.

The PKI mechanism is primarily used to counter the insuffi cient authorization threat.
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Figure 10.7
The common steps involved during the generation of certificates by a certificate authority.
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CASE STUDY EXAMPLE

DTGOV requires  that its clients use digital signatures to access its Web-based man-
agement environment. These are to be generated from public keys that have been 
certifi ed by a recognized certifi cate authority (Figure 10.8). 

Figure 10.8
An external cloud resource administrator uses a digital certificate to access the Web-based management 
environment. DTGOV’s digital certificate is used in the HTTPS connection and then signed by a trusted CA.
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10.5 Identity and Access Management (IAM) 

The identity and access management (IAM)    mechanism encompasses the components 
and policies necessary to control and track user identities and access privileges for IT 
resources, environments, and systems. 

Specifi cally, IAM mechanisms exist as systems comprised of four main components: 

 • Authentication – Username  and password combinations remain the most common 
forms of user authentication credentials managed by the IAM system, which also 
can support digital signatures, digital certifi cates, biometric hardware (fi ngerprint 
readers), specialized software (such as voice analysis programs), and locking user 
accounts to registered IP or MAC addresses.

 • Authorization – The  authorization component defi nes the correct granularity for 
access controls and oversees the relationships between identities, access control 
rights, and IT resource availability.

 • User Management – Related to the administrative capabilities of the system, the 
 user management program is responsible for creating new user identities and 
access groups, resetting passwords, defi ning password policies, and managing 
privileges.

 • Credential Management – The  credential management system establishes identities 
and access control rules for defi ned user accounts, which mitigates the threat of 
insuffi cient authorization.

Although its objectives are similar to those of the PKI mechanism, the IAM mecha-
nism’s scope of implementation is distinct because its structure encompasses access 
controls and policies in addition to assigning specifi c levels of user privileges. 

The IAM mechanism is primarily used to counter the insuffi cient authorization, denial 
of service, and overlapping trust boundaries threats.
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CASE STUDY EXAMPLE

As a result of several  past corporate acquisitions, ATN’s legacy landscape has become 
complex and highly heterogeneous. Maintenance costs have increased due to redun-
dant and similar applications and databases running concurrently. Legacy reposito-
ries of user credentials are just as assorted.

Now that ATN has ported several applications to a PaaS environment, new identities 
are created and confi gured in order to grant users access. The CloudEnhance consul-
tants suggest that ATN capitalize on this opportunity by starting a pilot IAM system 
initiative, especially since a new group of cloud-based identities is needed. 

ATN agrees, and a specialized IAM system is designed specifi cally to regulate the 
security boundaries within their new PaaS environment. With this system, the identi-
ties assigned to cloud-based IT resources differ from corresponding on-premise iden-
tities, which were originally defi ned according to ATN’s internal security policies. 

10.6 Single Sign-On (SSO)

Propagating the authentication      and authorization information for a cloud service con-
sumer across multiple cloud services can be a challenge, especially if numerous cloud 
services or cloud-based IT resources need to be invoked as part of the same overall run-
time activity. The single sign-on (SSO) mechanism enables one cloud service consumer 
to be authenticated by a security broker, which establishes a security context that is per-
sisted while the cloud service consumer accesses other cloud services or cloud-based IT 
resources. Otherwise, the cloud service consumer would need to re-authenticate itself 
with every subsequent request.

The SSO mechanism essentially enables mutually independent cloud services and IT 
resources to generate and circulate runtime authentication and authorization creden-
tials. The credentials initially provided by the cloud service consumer remain valid for 
the duration of a session, while its security context information is shared (Figure 10.9). 
The SSO mechanism’s security broker is especially useful when a cloud service con-
sumer needs to access cloud services residing on different clouds (Figure 10.10).

This mechanism does not directly counter any of the cloud security threats listed in 
Chapter 6. It primarily enhances the usability of cloud-based environments for access 
and management of distributed IT resources and solutions.
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Figure 10.9
A cloud service consumer provides the security broker with login credentials (1). The 
security broker responds with an authentication token (message with small lock symbol) 
upon successful authentication, which contains cloud service consumer identity information 
(2) that is used to automatically authenticate the cloud service consumer acoss Cloud 
Services A, B, and C (3).
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CASE STUDY EXAMPLE

The migration of  applications to ATN’s new PaaS platform was successful, but also 
raised a number of new concerns pertaining to the responsiveness and availabil-
ity of PaaS-hosted IT resources. ATN intends to move more applications to a PaaS 
platform, but decides to do so by establishing a second PaaS environment with a 
different cloud provider. This will allow them to compare cloud providers during a 
three-month assessment period.

To accommodate this distributed cloud architecture, the SSO mechanism is used 
to establish a security broker capable of propagating login credentials across both 
clouds (Figure 10.10). This enables a single cloud resource administrator to access IT 
resources on both PaaS environments without having to log in separately to each one. 

Figure 10.10
The credentials received by the security broker are propagated to ready-made environments across two different clouds. 
The security broker is responsible for selecting the appropriate security procedure with which to contact each cloud. 
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10.7 Cloud-Based Security Groups

Similar to constructing dykes and levees that    separate land from water, data protection 
is increased by placing barriers between IT resources. Cloud resource segmentation is a 
process by which separate physical and virtual IT environments are created for differ-
ent users and groups. For example, an organization’s WAN can be partitioned accord-
ing to individual network security requirements. One network can be established with 
a resilient fi rewall for external Internet access, while a second is deployed without a 
fi rewall because its users are internal and unable to access the Internet.

Resource segmentation is used to enable virtualization by allocating a variety of physi-
cal IT resources to virtual machines. It needs to be optimized for public cloud environ-
ments, since organizational trust boundaries from different cloud consumers overlap 
when sharing the same underlying physical IT resources. 

The cloud-based resource segmentation process creates cloud-based security group mech-
anisms that are determined through security policies. Networks are segmented into 
logical cloud-based security groups that form logical network perimeters. Each cloud-
based IT resource is assigned to at least one logical cloud-based security group. Each 
logical cloud-based security group is assigned specifi c rules that govern the communi-
cation between the security groups. 

Multiple virtual servers running on the same physical server can become members of 
different logical cloud-based security groups (Figure 10.11). Virtual servers can further 
be separated into public-private groups, development-production groups, or any other 
designation confi gured by the cloud resource administrator.

Cloud-based security groups delineate areas where different security measures can be 
applied. Properly implemented cloud-based security groups help limit unauthorized 
access to IT resources in the event of a security breach. This mechanism can be used 
to help counter the denial of service, insuffi cient authorization, and overlapping trust 
boundaries threats, and  is closely related to the logical network perimeter mechanism.
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Figure 10.11
Cloud-Based Security Group A encompasses Virtual Servers A and D and is assigned to Cloud Consumer A. Cloud-
Based Security Group B is comprised of Virtual Servers B, C, and E and is assigned to Cloud Consumer B. If Cloud 
Service Consumer A’s credentials are compromised, the attacker would only be able to access and damage the virtual 
servers in Cloud-Based Security Group A, thereby protecting Virtual Servers B, C, and E.
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CASE STUDY EXAMPLE

Now that DTGOV has itself become  a cloud provider, security concerns are raised 
pertaining to its hosting of public-sector client data. A team of cloud security spe-
cialists is brought in to defi ne cloud-based security groups together with the digital 
signature and PKI mechanisms.

Security policies are classifi ed into levels of resource segmentation before being inte-
grated into DTGOV’s Web portal management environment. Consistent with the 
security requirements guaranteed by its SLAs, DTGOV maps IT resource allocation 
to the appropriate logical cloud-based security group (Figure 10.12), which has its 
own security policy that clearly stipulates its IT resource isolation and control levels.

DTGOV informs its clients about the availability of these new security policies. Cloud 
consumers can optionally choose to utilize them and doing so results in increased 
fees. 
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Figure 10.12
When an external cloud resource administrator accesses the Web portal to allocate a virtual server, the requested 
security credentials are assessed and mapped to an internal security policy that assigns a corresponding cloud-based 
security group to the new virtual server.
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10.8 Hardened Virtual Server Images

As previously discussed, a virtual server    is created from a template confi guration called 
a virtual server image (or virtual machine image). Hardening is the process of strip-
ping unnecessary software from a system to limit potential vulnerabilities that can 
be exploited by attackers. Removing redundant programs, closing unnecessary server 
ports, and disabling unused services, internal root accounts, and guest access are all 
examples of hardening. 

A hardened virtual server image is a template for virtual service instance creation that has 
been subjected to a hardening process (Figure 10.13). This generally results in a virtual 
server template that is signifi cantly more secure than the original standard image. 

Hardened virtual server images help counter the denial of service, insuffi cient authori-
zation, and overlapping trust boundaries threats.

Figure 10.13
A cloud provider applies its security policies to harden its standard virtual server images. The hardened image template 
is saved in the VM images repository as part of a resource management system. 
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CASE STUDY EXAMPLE

One of the security features  made available to cloud consumers as part of DTGOV 
adoption of cloud-based security groups is an option to have some or all virtual 
servers within a given group hardened (Figure 10.14). Each hardened virtual server 
image results in an extra fee but spares cloud consumers from having to carry out the 
hardening process themselves.

Figure 10.14
The cloud resource administrator chooses the hardened virtual server image option for the virtual servers provisioned 
for Cloud-Based Security Group B.
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Cloud technology architectures formalize functional domains within cloud envi-
ronments by establishing well-defi ned solutions comprised of interactions, behav-

iors, and distinct combinations of cloud computing mechanisms and other specialized 
cloud technology components.

The fundamental cloud architectural models covered in Chapter 11 establish founda-
tional layers of technology architecture common to most clouds. Many of the advanced 
and specialized models described in Chapters 12 and 13 build upon these foundations 
to add complex and narrower-focused solution architectures.

Notably absent from the upcoming chapters are security architectures or architectural 
models that involve the cloud security mechanisms from Chapter 10. These are covered 
separately in a series title dedicated to cloud security.

NOTE

The 29 cloud architectures described over the next three chapters 
are further explored in a formal cloud computing design patterns 
catalog authored by Thomas Erl and Amin Naserpour. Visit 
www.cloudpatterns.org to read the official pattern profile for each 
cloud architecture. The cloud computing design patterns catalog orga-
nizes these and several other design patterns into compound patterns 
that correspond to cloud delivery models, cloud deployment models, and 
feature-sets that represent elastic, resilient, and multitenant environments.

../../../../../www.cloudpatterns.org/default.htm
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This chapter introduces and describes several of the more common foundational 
cloud architectural models, each exemplifying a common usage and characteristic 

of contemporary cloud-based environments. The involvement and importance of dif-
ferent combinations of cloud computing mechanisms in relation to these architectures 
are explored.

11.1 Workload Distribution Architecture

IT resources can be    horizontally scaled via the addition of one or more identical IT 
resources, and a load balancer that provides runtime logic capable of evenly distribut-
ing the workload among the available IT resources (Figure 11.1). The resulting workload 
distribution architecture reduces both IT resource over-utilization and under-utilization 
to an extent dependent upon the sophistication of the load balancing algorithms and 
runtime logic.

Figure 11.1
A redundant copy of Cloud Service A is implemented on Virtual Server B. The load balancer intercepts cloud service consumer 
requests and directs them to both Virtual Servers A and B to ensure even workload distribution.
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This fundamental architectural model can be applied to any IT resource, with workload 
distribution commonly carried out in support of distributed virtual servers, cloud stor-
age devices, and cloud services. Load balancing systems applied to specifi c IT resources 
usually produce specialized variations of this architecture that incorporate aspects of 
load balancing, such as:

 • the service load balancing architecture explained later in this chapter

 • the load balanced virtual server architecture covered in Chapter 12 

 • the load balanced virtual switches architecture described in Chapter 13

In addition to the base load balancer mechanism, and the virtual server and cloud stor-
age device mechanisms to which load balancing can be applied, the following mecha-
nisms can also be part of this cloud architecture:

 • Audit Monitor – When       distributing runtime workloads, the type and geographical 
location of the IT resources that process the data can determine whether monitor-
ing is necessary to fulfi ll legal and regulatory requirements.

 • Cloud Usage Monitor – Various monitors can be involved to carry out runtime 
workload tracking and data processing.

 • Hypervisor – Workloads between hypervisors and the virtual servers that they 
host may require distribution.

 • Logical Network Perimeter – The logical network perimeter isolates cloud consumer 
network boundaries in relation to how and where workloads are distributed.

 • Resource Cluster – Clustered IT resources in active/active mode are commonly 
used to support workload balancing between different cluster nodes.

 • Resource Replication – This mechanism can generate new instances of virtualized 
IT resources in response to runtime workload distribution demands. 

11.2 Resource Pooling Architecture

A resource pooling architecture is based    on the use of one or more resource pools, in which 
identical IT resources are grouped and maintained by a system that automatically 
ensures that they remain synchronized.
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Provided here are common examples of resource pools:

Virtual server pools are  usually confi gured using one of several 
available templates chosen by the cloud consumer during pro-
visioning. For example, a cloud consumer can set up a pool of 
mid-tier Windows servers with 4 GB of RAM or a pool of low-
tier Ubuntu servers with 2 GB of RAM.

Storage pools, or cloud  storage device pools, consist of fi le-based 
or block-based storage structures that contain empty and/or 
fi lled cloud storage devices. 

 Network pools (or interconnect pools) are composed of differ-
ent preconfi gured network connectivity devices. For example, a 
pool of virtual fi rewall devices or physical network switches can 
be created for redundant connectivity, load balancing, or link 
aggregation.

CPU pools are ready  to be allocated to virtual servers, and are 
typically broken down into individual processing cores.

Pools of physical RAM  can be used in newly provisioned physi-
cal servers or to vertically scale physical servers.

Physical server pools are  composed of networked servers that 
have been installed with operating systems and other necessary 
programs and/or applications and are ready for immediate use.
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Dedicated pools can be created for each type of IT resource and individual pools can 
be grouped into a larger pool, in which case each individual pool becomes a sub-pool 
(Figure 11.2).

Resource pools can become highly complex, with multiple pools created for specifi c 
cloud consumers or applications. A hierarchical structure can be established to form 
parent, sibling, and nested pools in order to facilitate the organization of diverse 
resource pooling requirements (Figure 11.3).

Sibling resource pools are usually drawn from physically grouped IT resources, as 
opposed to IT resources that are spread out over different data centers. Sibling pools 
are isolated from one another so that each cloud consumer is only provided access to its 
respective pool.

In the nested pool model, larger pools are divided into smaller pools that individually 
group the same type of IT resources together (Figure 11.4). Nested pools can be used to 
assign resource pools to different departments or groups in the same cloud consumer 
organization.

After resources pools have been defi ned, multiple instances of IT resources from each 
pool can be created to provide an in-memory pool of “live” IT resources.

In addition to cloud storage devices and virtual servers, which are commonly pooled 
mechanisms, the following mechanisms can also be part of this cloud architecture:

 • Audit Monitor – This  mechanism monitors resource pool usage to ensure compli-
ance with privacy and regulation requirements, especially when pools contain 
cloud storage devices or data loaded into memory.

Figure 11.2
A sample resource pool that is comprised of four sub-pools of CPUs, memory, cloud storage devices, and virtual 
network devices.
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 • Cloud Usage Monitor – Various cloud usage monitors are involved in the runtime 
tracking and   synchronization that are required by the pooled IT resources and 
any underlying management systems.

 • Hypervisor – The hypervisor mechanism is responsible for providing virtual serv-
ers with access to resource pools, in addition to hosting the virtual servers and 
sometimes the resource pools themselves.

Figure 11.3
Pools B and C are sibling pools that are taken from the larger Pool A, which has been allocated to a cloud consumer. 
This is an alternative to taking the IT resources for Pool B and Pool C from a general reserve of IT resources that is 
shared throughout the cloud.
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Figure 11.4
Nested Pools A.1 and Pool A.2 are comprised of the same IT resources as Pool A, but in different quantities. Nested pools 
are typically used to provision cloud services that need to be rapidly instantiated using the same type of IT resources with 
the same configuration settings.

 • Logical Network Perimeter – The    logical network perimeter is used to logically orga-
nize and isolate resource pools.

 • Pay-Per-Use Monitor – The pay-per-use monitor collects usage and billing informa-
tion on how individual cloud consumers are allocated and use IT resources from 
various pools.

 • Remote Administration System – This mechanism is commonly used to interface 
with backend systems and programs in order to provide resource pool adminis-
tration features via a front-end portal.
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 • Resource Management System – The resource management system mechanism sup-
plies cloud consumers with   the tools and permission management options for 
administering resource pools.

 • Resource Replication – This mechanism is used to generate new instances of IT 
resources for resource pools.

11.3 Dynamic Scalability Architecture

The dynamic scalability architecture is     an architectural model based on a system of pre-
defi ned scaling conditions that trigger the dynamic allocation of IT resources from 
resource pools. Dynamic allocation enables variable utilization as dictated by usage 
demand fl uctuations, since unnecessary IT resources are effi ciently reclaimed without 
requiring manual interaction.

The automated scaling listener is confi gured with workload thresholds that dictate 
when new IT resources need to be added to the workload processing. This mechanism 
can be provided with logic that determines how many additional IT resources can be 
dynamically provided, based on the terms of a given cloud consumer’s provisioning 
contract.

The following types of dynamic scaling are commonly used:

 • Dynamic Horizontal Scaling – IT resource  instances are scaled out and in to handle 
fl uctuating workloads. The automatic scaling listener monitors requests and sig-
nals resource replication to initiate IT resource duplication, as per requirements 
and permissions.

 • Dynamic Vertical Scaling – IT resource  instances are scaled up and down when 
there is a need to adjust the processing capacity of a single IT resource. For 
example, a virtual server that is being overloaded can have its memory dynami-
cally increased or it may have a processing core added.  

 • Dynamic Relocation – The IT resource  is relocated to a host with more capacity. For 
example, a database may need to be moved from a tape-based SAN storage device 
with 4 GB per second I/O capacity to another disk-based SAN storage device with 
8 GB per second I/O capacity.

Figures 11.5 to 11.7 illustrate the process of dynamic horizontal scaling.
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Figure 11.5
Cloud service consumers are sending requests to a cloud service (1). The automated scaling listener 
monitors the cloud service to determine if predefined capacity thresholds are being exceeded (2).

Figure 11.6
The number of requests coming from cloud service consumers increases (3). The workload exceeds the 
performance thresholds. The automated scaling listener determines the next course of action based on a predefined 
scaling policy (4). If the cloud service implementation is deemed eligible for additional scaling, the automated 
scaling listener initiates the scaling process (5).
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The dynamic scalability architecture can be applied to a range of IT resources, includ-
ing virtual servers and cloud storage devices. Besides the core automated scaling lis-
tener and resource replication mechanisms, the following mechanisms can also be used 
in this form of cloud architecture:

 • Cloud Usage Monitor – Specialized cloud    usage monitors can track runtime usage 
in response to dynamic fl uctuations caused by this architecture.

 • Hypervisor – The hypervisor is invoked by a dynamic scalability system to create 
or remove virtual server instances, or to be scaled itself. 

 • Pay-Per-Use Monitor – The pay-per-use monitor is engaged to collect usage cost 
information in response to the scaling of IT resources.

Figure 11.7
The automated scaling listener sends a signal to the resource replication mechanism (6), which creates more 
instances of the cloud service (7). Now that the increased workload has been accommodated, the automated 
scaling listener resumes monitoring and detracting and adding IT resources, as required (8).
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11.4 Elastic Resource Capacity Architecture

The elastic resource capacity architecture    is primar-
ily related to the dynamic provisioning of vir-
tual servers, using a system that allocates and 
reclaims CPUs and RAM in immediate response 
to the fl uctuating processing requirements of 
hosted IT resources (Figures 11.8 and 11.9). 

Resource pools are used by scaling technology 
that interacts with the hypervisor and/or VIM to 
retrieve and return CPU and RAM resources at 
runtime. The runtime processing of the virtual 
server is monitored so that additional processing 
power can be leveraged from the resource pool 
via dynamic allocation, before capacity thresh-
olds are met. The virtual server and its hosted 
applications and IT resources are vertically 
scaled in response.

This type of cloud architecture can be designed 
so that the intelligent automation engine script 
sends its scaling request via the VIM instead of 
to the hypervisor directly. Virtual servers that 
participate in elastic resource allocation systems 
may require rebooting in order for the dynamic 
resource allocation to take effect.

Some additional mechanisms that can be included in this cloud architecture are the 
following:

 • Cloud Usage Monitor – Specialized    cloud usage monitors collect resource usage 
information on IT resources before, during, and after scaling, to help defi ne the 
future processing capacity thresholds of the virtual servers.

 • Pay-Per-Use Monitor – The pay-per-use monitor is responsible for collecting 
resource usage cost information as it fl uctuates with the elastic provisioning.

 • Resource Replication – Resource replication is used by this architectural model to 
generate new instances of the scaled IT resources.

INTELLIGENT
AUTOMATION ENGINE

The  intelligent automation engine 
automates administration tasks 
by executing scripts that contain 
workflow logic.
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Figure 11.8
Cloud service consumers are actively sending requests to a cloud service (1), which are 
monitored by an automated scaling listener (2). An intelligent automation engine script is 
deployed with workflow logic (3) that is capable of notifying the resource pool using allocation 
requests (4).
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Figure 11.9
Cloud service consumer requests increase (5), causing the automated scaling listener to signal the 
intelligent automation engine to execute the script (6). The script runs the workflow logic that signals 
the hypervisor to allocate more IT resources from the resource pools (7). The hypervisor allocates 
additional CPU and RAM to the virtual server, enabling the increased workload to be handled (8).
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11.5 Service Load Balancing Architecture

The service load balancing architecture    can be considered a specialized variation of the 
workload distribution architecture that is geared specifi cally for scaling cloud service 
implementations. Redundant deployments of cloud services are created, with a load 
balancing system added to dynamically distribute workloads.

The duplicate cloud service implementations are organized into a resource pool, while 
the load balancer is positioned as either an external or built-in component to allow the 
host servers to balance the workloads themselves.

Depending on the anticipated workload and processing capacity of host server environ-
ments, multiple instances of each cloud service implementation can be generated as part 
of a resource pool that responds to fl uctuating request volumes more effi ciently.

The load balancer can be positioned either independent of the cloud services and their 
host servers (Figure 11.10), or built-in as part of the application or server’s environment. 
In the latter case, a primary server with the load balancing logic can communicate with 
neighboring servers to balance the workload (Figure 11.11). 

The service load balancing architecture can involve the following mechanisms in addi-
tion to the load balancer:

 • Cloud Usage Monitor – Cloud usage monitors    may be involved with monitoring 
cloud service instances and their respective IT resource consumption levels, as 
well as various runtime monitoring and usage data collection tasks. 

 • Resource Cluster – Active-active cluster groups are incorporated in this architecture 
to help balance workloads across different members of the cluster.

 • Resource Replication – The resource replication mechanism is utilized to generate 
cloud service implementations in support of load balancing requirements.
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Figure 11.10
The load balancer intercepts messages sent by cloud service consumers (1) and forwards them to the virtual 
servers so that the workload processing is horizontally scaled (2).
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Figure 11.11
Cloud service consumer requests are sent to Cloud Service A on Virtual Server A (1). The cloud service 
implementation includes built-in load balancing logic that is capable of distributing requests to the neighboring 
Cloud Service A implementations on Virtual Servers B and C (2).
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Figure 11.12
An automated scaling listener monitors the usage of on-premise Service A, and redirects Service Consumer C’s request to 
Service A’s redundant implementation in the cloud (Cloud Service A) once Service A’s usage threshold has been exceeded 
(1). A resource replication system is used to keep state management databases synchronized (2).

11.6 Cloud Bursting Architecture

The cloud bursting architecture establishes a    form of dynamic scaling that scales or 
“bursts out” on-premise IT resources into a cloud whenever predefi ned capacity thresh-
olds have been reached. The corresponding cloud-based IT resources are redundantly 
pre-deployed but remain inactive until cloud bursting occurs. After they are no longer 
required, the cloud-based IT resources are released and the architecture “bursts in” 
back to the on-premise environment. 

Cloud bursting is a fl exible scaling architecture that provides cloud consumers with 
the option of using cloud-based IT resources only to meet higher usage demands. The 
foundation of this architectural model is based on the automated scaling listener and 
resource replication mechanisms. 

The automated scaling listener determines when to redirect requests to cloud-based 
IT resources, and resource replication is used to maintain synchronicity between on-
premise and cloud-based IT resources in relation to state information (Figure 11.12).
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Figure 11.13
The cloud consumer requests a virtual server with three hard disks, each with a capacity of 150 GB (1). The virtual server is 
provisioned according to the elastic disk provisioning architecture, with a total of 450 GB of disk space (2). The 450 GB is 
allocated to the virtual server by the cloud provider (3). The cloud consumer has not installed any software yet, meaning the 
actual used space is currently 0 GB (4). Because the 450 GB are already allocated and reserved for the cloud consumer, it will 
be charged for 450 GB of disk usage as of the point of allocation (5).

In addition to the automated scaling listener and resource replication, numerous other 
mechanisms can be used to automate the burst in and out dynamics for this architec-
ture, depending primarily on the type of IT resource being scaled.

11.7 Elastic Disk Provisioning Architecture

Cloud consumers are commonly charged for    cloud-based storage space based on fi xed-
disk storage allocation, meaning the charges are predetermined by disk capacity and 
not aligned with actual data storage consumption. Figure 11.13 demonstrates this by 
illustrating a scenario in which a cloud consumer provisions a virtual server with the 
Windows Server operating system and three 150 GB hard drives. The cloud consumer 
is billed for using 450 GB of storage space after installing the operating system, even 
though it has not yet installed any software.
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Figure 11.14
The cloud consumer requests a virtual server with three hard disks, each with a capacity of 150 GB (1). The virtual server is 
provisioned by this architecture with a total of 450 GB of disk space (2). The 450 GB are set as the maximum disk usage that 
is allowed for this virtual server, although no physical disk space has been reserved or allocated yet (3). The cloud consumer 
has not installed any software, meaning the actual used space is currently at 0 GB (4). Because the allocated disk space is 
equal to the actual used space (which is currently at zero), the cloud consumer is not charged for any disk space usage (5). 

The elastic disk provisioning architecture establishes a dynamic storage provisioning sys-
tem that ensures that the cloud consumer is granularly billed for the exact amount of 
storage that it actually uses. This system uses thin-provisioning technology for the 
dynamic allocation of storage space, and is further supported by runtime usage moni-
toring to collect accurate usage data for billing purposes (Figure 11.14).

Thin-provisioning software is installed on virtual servers that process dynamic storage 
allocation via the hypervisor, while the pay-per-use monitor tracks and reports granu-
lar billing-related disk usage data (Figure 11.15). 
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The following mechanisms can be included in this architecture in addition to the cloud 
storage device, virtual server, hypervisor, and pay-per-use monitor:

 • Cloud Usage Monitor – Specialized   cloud usage monitors can be used to track and 
log storage usage fl uctuations.

 • Resource Replication – Resource replication is part of an elastic disk provisioning 
system when conversion of dynamic thin-disk storage into static thick-disk storage 
is required.

Figure 11.15
A request is received from a cloud consumer, and the provisioning of a new virtual server instance begins (1). 
As part of the provisioning process, the hard disks are chosen as dynamic or thin-provisioned disks (2). The 
hypervisor calls a dynamic disk allocation component to create thin disks for the virtual server (3). Virtual server 
disks are created via the thin-provisioning program and saved in a folder of near-zero size. The size of this folder 
and its files grow as operating applications are installed and additional files are copied onto the virtual server (4). 
The pay-per-use monitor tracks the actual dynamically allocated storage for billing purposes (5).
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11.8 Redundant Storage Architecture

Cloud storage devices are    occasionally subject 
to failure and disruptions that are caused by 
network connectivity issues, controller or gen-
eral hardware failure, or security breaches. A 
compromised cloud storage device’s reliability 
can have a ripple effect and cause impact failure 
across all of the services, applications, and infra-
structure components in the cloud that are reli-
ant on its availability. 

The redundant storage architecture introduces a sec-
ondary duplicate cloud storage device as part of 
a failover system that synchronizes its data with 
the data in the primary cloud storage device. A 
storage service gateway diverts cloud consumer 
requests to the secondary device whenever the 
primary device fails (Figures 11.16 and 11.17).

Figure 11.16
The primary cloud storage device is routinely replicated to the secondary cloud 
storage device (1). 

LUN

A   logical unit 
number (LUN) is 
a logical drive that 
represents a parti-
tion of a physical drive.

STORAGE SERVICE GATEWAY

The storage service 
gateway is a com-
ponent that acts as 
the external interface 
to cloud storage services, and is 
capable of automatically redirect-
ing cloud consumer requests 
whenever the location of the 
requested data has changed.
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This cloud architecture primarily relies on a 
storage replication system that keeps the pri-
mary cloud storage device synchronized with 
its duplicate secondary cloud storage devices 
( Figure 11.18).

Cloud providers may locate secondary cloud 
storage devices in a different geographical region 
than the primary cloud storage device, usually 
for economic reasons. However, this can intro-
duce legal concerns for some types of data. The 
location of the secondary cloud storage devices 
can dictate the protocol and method used for 
synchronization, as some replication transport 
protocols have distance restrictions.

Figure 11.17
The primary storage becomes unavailable and the storage service gateway forwards 
the cloud consumer requests to the secondary storage device (2). The secondary 
storage device forwards the requests to the LUNs, allowing cloud consumers to 
continue to access their data (3).

STORAGE REPLICATION

Storage replication  is a variation 
of the resource replication mecha-
nisms used to synchronously or 
asynchronously replicate data 
from a primary storage device to a 
secondary storage device. It can 
be used to replicate partial and 
entire LUNs.
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Figure 11.18
Storage replication is used to keep the redundant storage device synchronized 
with the primary storage device.

Some cloud providers use storage devices with dual array and storage controllers to 
improve device redundancy, and place secondary storage devices in a different physical 
location for cloud balancing and disaster recovery purposes. In this case, cloud provid-
ers may need to lease a network connection via a third-party cloud provider in order to 
establish the replication between the two devices.

11.9 CASE STUDY EXAMPLE

An in-house solution that    ATN did not migrate to the cloud is the Remote Upload 
Module, a program that is used by their clients to upload accounting and legal docu-
ments to a central archive on a daily basis. Usage peaks occur without warning, since 
the quantity of documents received on a day-by-day basis is unpredictable.

The Remote Upload Module currently rejects upload attempts when it is operating 
at capacity, which is problematic for users that need to archive certain documents 
before the end of a business day or prior to a deadline.

ATN decides to take advantage of its cloud-based environment by creating a cloud-
bursting architecture around the on-premise Remote Upload Module service imple-
mentation. This enables it to burst out into the cloud whenever on-premise processing 
thresholds are exceeded (Figures 11.19 and 11.20).
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Figure 11.19
A cloud-based version of the on-premise Remote Upload Module service is deployed on ATN’s leased ready-made 
environment (1). The automated scaling listener monitors service consumer requests (2).
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A “burst in” system is invoked after the service usage has decreased enough so that 
service consumer requests can be processed by the on-premise Remote Upload Mod-
ule implementation again. Instances of the cloud services are released, and no addi-
tional cloud-related usage fees are incurred.

Figure 11.20
The automated scaling listener detects that service consumer usage has exceeded the local Remote Upload Module 
service’s usage threshold, and begins diverting excess requests to the cloud-based Remote Upload Module 
implementation (3). The cloud provider’s pay-per-use monitor tracks the requests received from the on-premise 
automated scaling listener to collect billing data, and Remote Upload Module cloud service instances are created on-
demand via resource replication (4).
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The cloud technology architectures explored in this chapter represent distinct and 
sophisticated architectural layers, several of which can be built upon the more foun-

dational environments established by the architectural models covered in Chapter 11.

12.1 Hypervisor Clustering Architecture

Hypervisors can be responsible for creating and 
hosting multiple virtual servers. Because of this 
dependency, any failure conditions that affect 
a hypervisor can cascade to its virtual servers 
( Figure 12.1). 

Figure 12.1
Physical Server A is hosting a hypervisor that hosts Virtual Servers A and B (1). When 
Physical Server A fails, the hypervisor and two virtual servers consequently fail as well (2). 

HEARTBEATS

 Heartbeats are 
 system-level messages 
exchanged between 
hypervisors, hyper-
visors and  virtual servers, and 
hypervisors and VIMs.

heartbeat
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The hypervisor clustering architecture establishes a high-availability cluster of hypervi-
sors across multiple physical servers. If a given hypervisor or its underlying physical 
server becomes unavailable, the hosted virtual servers can be moved to another physi-
cal server or hypervisor to maintain runtime operations (Figure 12.2).

The hypervisor cluster is controlled via a 
central VIM, which sends regular heartbeat 
messages to the hypervisors to confi rm that 
they are up and running. Unacknowledged 
heartbeat messages cause the VIM to initi-
ate the live VM migration program, in order 
to dynamically move the affected virtual 
servers to a new host.

The hypervisor cluster uses a shared cloud storage device to live-migrate virtual serv-
ers, as illustrated in Figures 12.3 to 12.6.

Figure 12.2
Physical Server A becomes unavailable and causes 
its hypervisor to fail. Virtual Server A is migrated 
to Physical Server B, which has another hypervisor 
that is part of the cluster to which Physical Server 
A belongs.

LIVE VM MIGRATION

Live VM migration 
  is a system that is 
capable of relocat-
ing virtual servers 
or virtual server 
instances at runtime.
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Figure 12.3
Hypervisors are installed on Physical Servers A, B, and C (1). Virtual servers are created by the 
hypervisors (2). A shared cloud storage device containing virtual server configuration files is 
positioned in a shared cloud storage device for access by all hypervisors (3). The hypervisor 
cluster is enabled on the three physical server hosts via a central VIM (4).
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Figure 12.4
The physical servers exchange heartbeat messages with one another and the VIM according to a 
pre-defined schedule (5).
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Figure 12.5
Physical Server B fails and becomes unavailable, jeopardizing Virtual Server C (6). The other 
physical servers and the VIM stop receiving heartbeat messages from Physical Server B (7).
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Figure 12.6
The VIM chooses Physical Server C as the new host to take ownership of Virtual Server C after 
assessing the available capacity of other hypervisors in the cluster (8). Virtual Server C is live-
migrated to the hypervisor running on Physical Server C, where restarting may be necessary before 
normal operations can be resumed (9).
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In addition to the hypervisor and resource cluster mechanisms that form the core of this 
architectural model and the virtual servers that are protected by the clustered environ-
ment, the following mechanisms can be incorporated:

 • Logical Network Perimeter – The   logical boundaries created by this mechanism 
ensure that none of the hypervisors of other cloud consumers are accidentally 
included in a given cluster.

 • Resource Replication – Hypervisors in the same cluster inform one another about 
their status and availability. Updates on any changes that occur in the cluster, such 
as the creation or deletion of a virtual switch, need to be replicated to all of the 
hypervisors via the VIM.

12.2 Load Balanced Virtual Server Instances Architecture

Keeping cross-server workloads     evenly balanced between physical servers whose oper-
ation and management are isolated can be challenging. A physical server can easily end 
up hosting more virtual servers or receive larger workloads than its neighboring physi-
cal servers (Figure 12.7). Both physical server over and under-utilization can increase 
dramatically over time, leading to on-going performance challenges (for over-utilized 
servers) and constant waste (for the lost processing potential of under-utilized servers).

Figure 12.7
Three physical servers have to host different quantities of virtual server 
instances, leading to both over-utilized and under-utilized servers.
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The load balanced virtual server instances architecture establishes a capacity watchdog 
system that dynamically calculates virtual server instances and associated workloads, 
before distributing the processing across available physical server hosts (Figure 12.8).

Figure 12.8
The virtual server instances are more evenly distributed across the 
physical server hosts.

The  capacity watchdog system is comprised of a capacity watchdog cloud usage moni-
tor, the live VM migration program, and a capacity planner. The capacity watchdog 
monitor tracks physical and virtual server usage and reports any signifi cant fl uctua-
tions to the capacity planner, which is responsible for dynamically calculating physical 
server computing capacities against virtual server capacity requirements. If the capacity 
planner decides to move a virtual server to another host to distribute the workload, the 
live VM migration program is signaled to move the virtual server (Figures 12.9 to 12.11).
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Figure 12.9
The hypervisor cluster architecture provides the foundation upon which the load-balanced virtual server 
architecture is built (1). Policies and thresholds are defined for the capacity watchdog monitor (2), which 
compares physical server capacities with virtual server processing (3). The capacity watchdog monitor 
reports an over-utilization to the VIM (4). 

The following mechanisms can be included in this architecture, in addition to the hyper-
visor, resource clustering, virtual server, and (capacity watchdog) cloud usage monitor:

 • Automated Scaling Listener – The   automated scaling listener may be used to initiate 
the process of load balancing and to dynamically monitor workload coming to the 
virtual servers via the hypervisors.

 • Load Balancer – The load balancer mechanism is responsible for distributing the 
workload of the virtual servers between the hypervisors.
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Figure 12.10
The VIM signals the load balancer to redistribute the workload based on pre-defined thresholds (5). The load 
balancer initiates the live VM migration program to move the virtual servers (6). Live VM migration moves 
the selected virtual servers from one physical host to another (7). 

 • Logical Network Perimeter – A logical   network perimeter ensures that the destina-
tion of a given relocated virtual server is in compliance with SLA and privacy 
regulations.

 • Resource Replication – The replication of virtual server instances may be required 
as part of the load balancing functionality.
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Figure 12.11
The workload is balanced across the physical servers in the cluster (8). The capacity watchdog continues 
to monitor the workload and resource consumption (9).
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12.3 Non-Disruptive Service Relocation Architecture

A cloud service can     become unavailable for a number of reasons, such as:

 • runtime usage demands that exceed its processing capacity

 • a maintenance update that mandates a temporary outage

 • permanent migration to a new physical server host

Cloud service consumer requests are usually rejected if a cloud service becomes 
unavailable, which can potentially result in exception conditions. Rendering the cloud 
service temporarily unavailable to cloud consumers is not preferred even if the outage 
is planned.

The non-disruptive service relocation architecture establishes a system by which a pre-
defi ned event triggers the duplication or migration of a cloud service implementation 
at runtime, thereby avoiding any disruption. Instead of scaling cloud services in or out 
with redundant implementations, cloud service activity can be temporarily diverted to 
another hosting environment at runtime by adding a duplicate implementation onto 
a new host. Similarly, cloud service consumer requests can be temporarily redirected 
to a duplicate implementation when the original implementation needs to undergo a 
maintenance outage. The relocation of the cloud service implementation and any cloud 
service activity can also be permanent to accommodate cloud service migrations to new 
physical server hosts.

A key aspect of the underlying architecture is that the new cloud service implementation 
is guaranteed to be successfully receiving and responding to cloud service consumer 
requests before the original cloud service implementation is deactivated or removed. A 
common approach is for live VM migration to move the entire virtual server instance 
that is hosting the cloud service. The automated scaling listener and/or load balancer 
mechanisms can be used to trigger a temporary redirection of cloud service consumer 
requests, in response to scaling and workload distribution requirements. Either mecha-
nism can contact the VIM to initiate the live VM migration process, as shown in Figures 
12.12 to 12.14.
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Figure 12.12
The automated scaling listener monitors the workload for a cloud service (1). The cloud service’s pre-
defined threshold is reached as the workload increases (2), causing the automated scaling listener to 
signal the VIM to initiate relocation (3). The VIM uses the live VM migration program to instruct both 
the origin and destination hypervisors to carry out runtime relocation (4). 
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Figure 12.13
A second copy of the virtual server and its hosted cloud service are created via the destination 
hypervisor on Physical Server B (5).
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Figure 12.14
The state of both virtual server instances is synchronized (6). The first virtual server instance is removed 
from Physical Server A after cloud service consumer requests are confirmed to be successfully exchanged 
with the cloud service on Physical Server B (7). Cloud service consumer requests are now only sent to the 
cloud service on Physical Server B (8).

Virtual server migration can occur in one of the following two ways, depending on the 
location of the virtual server’s disks and confi guration:

 • A copy of the virtual server disks is created on the destination host, if the virtual 
server disks are stored on a local storage device or non-shared remote storage 
devices attached to the source host. After the copy has been created, both virtual 



12.3 Non-Disruptive Service Relocation Architecture 297

server instances are synchronized and virtual server fi les are removed from the 
origin host.

 • Copying the virtual server disks is unnecessary if the virtual server’s fi les are 
stored on a remote storage device that is shared between origin and destination 
hosts. Ownership of the virtual server is simply transferred from the origin to 
the destination physical server host, and the virtual server’s state is automatically 
synchronized.

This architecture can be supported by the persistent virtual network confi gurations 
architecture, so that the defi ned network confi gurations of migrated virtual servers are 
preserved to retain connection with the cloud service consumers.

Besides the automated scaling listener, load balancer, cloud storage device, hypervisor, 
and virtual server, other mechanisms that can be part of this architecture include the 
following: 

 • Cloud Usage Monitor – Different types of cloud usage monitors      can be used to con-
tinuously track IT resource usage and system activity.

 • Pay-Per-Use Monitor – The pay-per-use monitor is used to collect data for service 
usage cost calculations for IT resources at both source and destination locations.

 • Resource Replication – The resource replication mechanism is used to instantiate 
the shadow copy of the cloud service at its destination.

 • SLA Management System – This management system is responsible for processing 
SLA data provided by the SLA monitor to obtain cloud service availability assur-
ances, both during and after cloud service duplication or relocation.

 • SLA Monitor – This monitoring mechanism collects the SLA information required 
by the SLA management system, which may be relevant if availability guarantees 
rely on this architecture.

NOTE

The non-disruptive service relocation technology architecture conflicts 
and cannot be applied together with the direct I/O access architecture 
covered in Chapter 13. A virtual server with direct I/O access is locked 
into its physical server host and cannot be moved to other hosts in this 
fashion.
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12.4 Zero Downtime Architecture

A physical server naturally     acts as a single point of failure for the virtual servers it 
hosts. As a result, when the physical server fails or is compromised, the availability 
of any (or all) hosted virtual servers can be affected. This makes the issuance of zero 
downtime guarantees by a cloud provider to cloud consumers challenging.

The zero downtime architecture establishes a sophisticated failover system that allows vir-
tual servers to be dynamically moved to different physical server hosts, in the event that 
their original physical server host fails (Figure 12.15). 

Figure 12.15
Physical Server A fails triggering the live VM migration program to 
dynamically move Virtual Server A to Physical Server B.

Multiple physical servers are assembled into a group that is controlled by a fault toler-
ance system capable of switching activity from one physical server to another, without 
interruption. The live VM migration component is typically a core part of this form of 
high availability cloud architecture.

The resulting fault tolerance assures that, in case of physical server failure, hosted vir-
tual servers will be migrated to a secondary physical server. All virtual servers are 
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stored on a shared volume (as per the persistent virtual network confi guration architec-
ture) so that other physical server hosts in the same group can access their fi les. 

Besides the failover system, cloud storage device, and virtual server mechanisms, the 
following mechanisms can be part of this architecture:

 • Audit Monitor – This mechanism       may be required to check whether the relocation 
of virtual servers also relocates hosted data to prohibited locations.

 • Cloud Usage Monitor – Incarnations of this mechanism are used to monitor the 
actual IT resource usage of cloud consumers to help ensure that virtual server 
capacities are not exceeded.

 • Hypervisor – The hypervisor of each affected physical server hosts the affected 
virtual servers.

 • Logical Network Perimeter – Logical network perimeters provide and maintain the 
isolation that is required to ensure that each cloud consumer remains within its 
own logical boundary subsequent to virtual server relocation.

 • Resource Cluster – The resource cluster mechanism is applied to create different 
types of active-active cluster groups that collaboratively improve the availability 
of virtual server-hosted IT resources.

 • Resource Replication – This mechanism can create the new virtual server and cloud 
service instances upon primary virtual server failure.

12.5 Cloud Balancing Architecture

The cloud balancing architecture establishes    a specialized architectural model in which IT 
resources can be load-balanced across multiple clouds.

The cross-cloud balancing of cloud service consumer requests can help:

 • improve the performance and scalability of IT resources

 • increase the availability and reliability of IT resources

 • improve load-balancing and IT resource optimization

Cloud balancing functionality is primarily based on the combination of the automated 
scaling listener and failover system mechanisms (Figure 12.16). Many more components 
(and possibly other mechanisms) can be part of a complete cloud balancing architecture. 
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Figure 12.16
An automated scaling listener controls the cloud balancing process by routing cloud service consumer requests to 
redundant implementations of Cloud Service A distributed across multiple clouds (1). The failover system instills 
resiliency within this architecture by providing cross-cloud failover (2).
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As a starting point, the two mechanisms are utilized as follows:

 • The automated scaling listener redirects cloud service consumer requests to one 
of several redundant IT resource implementations, based on current scaling and 
performance requirements. 

 • The failover system ensures that redundant IT resources are capable of cross-cloud 
failover in the event of a failure within an IT resource or its underlying hosting 
environment. IT resource failures are announced so that the automated scaling lis-
tener can avoid inadvertently routing cloud service consumer requests to unavail-
able or unstable IT resources.

For a cloud balancing architecture to function effectively, the automated scaling listener 
needs to be aware of all redundant IT resource implementations within the scope of the 
cloud balanced architecture.

Note that if the manual synchronization of cross-cloud IT resource implementations is 
not possible, the resource replication mechanism may need to be incorporated to auto-
mate the synchronization. 

12.6 Resource Reservation Architecture

Depending on how IT resources are    designed for shared usage and depending on their 
available levels of capacity, concurrent access can lead to a runtime exception condition 
called  resource constraint. A resource constraint is a condition that occurs when two or 
more cloud consumers have been allocated to share an IT resource that does not have 
the capacity to accommodate the total processing requirements of the cloud consumers. 
As a result, one or more of the cloud consumers encounter degraded performance or 
may be rejected altogether. The cloud service itself may go down, resulting in all cloud 
consumers being rejected. 

Other types of runtime confl icts can occur when an IT resource (especially one not 
specifi cally designed to accommodate sharing) is concurrently accessed by different 
cloud service consumers. For example, nested and sibling resource pools introduce the 
notion of resource borrowing, whereby one pool can temporarily borrow IT resources 
from other pools. A runtime confl ict can be triggered when the borrowed IT resource is 
not returned due to prolonged usage by the cloud service consumer that is borrowing 
it. This can inevitably lead back to the occurrence of resource constraints.
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The resource reservation architecture establishes a system whereby one of the following is 
set aside exclusively for a given cloud consumer (Figures 12.17 to 12.19):

 • single IT resource

 • portion of an IT resource

 • multiple IT resources 

This protects cloud consumers from each other by avoiding the aforementioned resource 
constraint and resource borrowing conditions. 

Figure 12.17
A physical resource group is created (1), from which a parent resource pool is created as per the 
resource pooling architecture (2). Two smaller child pools are created from the parent resource pool, 
and resource limits are defined using the resource management system (3). Cloud consumers are 
provided with access to their own exclusive resource pools (4).
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Figure 12.18
An increase in requests from Cloud Consumer A results in more IT resources being allocated to that 
cloud consumer (5), meaning some IT resources need to be borrowed from Pool 2. The amount of 
borrowed IT resources is confined by the resource limit that was defined in Step 3, to ensure that 
Cloud Consumer B will not face any resource constraints (6).
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Figure 12.19
Cloud Consumer B now imposes more requests and usage demands and may soon need to utilize all 
available IT resources in the pool (6). The resource management system forces Pool 1 to release the 
IT resources and move them back to Pool 2 to become available for Cloud Consumer B (7).
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The creation of an IT resource reservation system can require involving the resource 
management system mechanism, which is used to defi ne the usage thresholds for indi-
vidual IT resources and resource pools. Reservations lock the amount of IT resources 
that each pool needs to keep, with the balance of the pool’s IT resources still available 
for sharing and borrowing. The remote administration system mechanism is also used 
to enable front-end customization, so that cloud consumers have administration con-
trols for the management of their reserved IT resource allocations.

The types of mechanisms that are commonly reserved within this architecture are 
cloud storage devices and virtual servers. Other mechanisms that may be part of the 
architecture can include:

 • Audit Monitor – The audit monitor is      used to check whether the resource reser-
vation system is complying with cloud consumer auditing, privacy, and other 
regulatory requirements. For example, it may track the geographical location of 
reserved IT resources.

 • Cloud Usage Monitor – A cloud usage monitor may oversee the thresholds that trig-
ger the allocation of reserved IT resources. 

 • Hypervisor – The hypervisor mechanism may apply reservations for different 
cloud consumers to ensure that they are correctly allocated to their guaranteed IT 
resources.

 • Logical Network Perimeter – This mechanism establishes the boundaries neces-
sary to ensure that reserved IT resources are made exclusively available to cloud 
consumers.

 • Resource Replication – This component needs to stay informed about each cloud 
consumer’s limits for IT resource consumption, in order to replicate and provision 
new IT resource instances expediently.
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12.7 Dynamic Failure Detection and Recovery Architecture

Cloud-based environments can    be comprised of vast quantities of IT resources that are 
simultaneously accessed by numerous cloud consumers. Any of those IT resources can 
experience failure conditions that require more than manual intervention to resolve. 
Manually administering and solving IT resource failures is generally ineffi cient and 
impractical.

The dynamic failure detection and recovery architecture establishes a resilient watchdog sys-
tem to monitor and respond to a wide range of pre-defi ned failure scenarios (Figures 
12.20 and 12.21). This  system notifi es and escalates the failure conditions that it cannot 
automatically resolve itself. It relies on a specialized cloud usage monitor called the 
intelligent watchdog monitor to actively track IT resources and take pre-defi ned actions 
in response to pre-defi ned events.

Figure 12.20
The intelligent watchdog monitor keeps track of cloud consumer requests (1) and detects that a cloud 
service has failed (2). 
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The resilient watchdog system performs the following fi ve core functions:

 • watching

 • deciding upon an event

 • acting upon an event

 • reporting

 • escalating

Sequential recovery policies can be defi ned for each IT resource to determine the steps 
that the intelligent watchdog monitor needs to take when a failure condition occurs. For 
example, a recovery policy can state that one recovery attempt needs to be automatically 
carried out before issuing a notifi cation (Figure 12.22).

Figure 12.21
The intelligent watchdog monitor notifies the watchdog system (3), which restores the cloud service 
based on pre-defined policies. The cloud service resumes its runtime operation (4). 
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Some of the actions the intelligent watchdog monitor commonly takes to escalate an 
issue include:

 • running a batch fi le

 • sending a console message

 • sending a text message

 • sending an email message

 • sending an SNMP trap

 • logging a ticket 

There are varieties of programs and products that can act as intelligent watchdog moni-
tors. Most can be integrated with standard ticketing and event management systems.

This architectural model can further incorporate the following mechanisms:

 • Audit Monitor – This mechanism is  used to track whether data recovery is carried 
out in compliance with legal or policy requirements.

Figure 12.22
In the event of a failure, the intelligent watchdog monitor refers to its pre-defined policies to recover the cloud 
service step-by-step, escalating the process when a problem proves to be deeper than expected. 
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 • Failover System – The failover    system mechanism is usually used during the initial 
attempts to recover failed IT resources.

 • SLA Management System and SLA Monitor – Since the functionality achieved by 
applying this architecture is closely associated with SLA guarantees, the system 
commonly relies on the information that is managed and processed by these 
mechanisms.

12.8 Bare-Metal Provisioning Architecture

Remotely provisioning servers    is common because remote management software is 
usually native to the operating system of most physical servers. However, access to con-
ventional remote management programs is unavailable for bare-metal servers—physical 
servers that do not have pre-installed operating systems or any other software. 

Most contemporary physical servers provide the option of installing remote manage-
ment support in the server’s ROM. This is offered by some vendors through an expan-
sion card while others have the components already integrated into the chipset. The 
bare-metal provisioning architecture establishes a system that utilizes this feature with 
specialized service agents, which are used to discover and effectively provision entire 
operating systems remotely.

The remote management software that is integrated with the server’s ROM becomes 
available upon server start-up. A Web-based or proprietary user-interface, like the por-
tal provided by the remote administration system, is usually used to connect to the 
physical server’s native remote management interface. The IP address of the remote 
management interface can be confi gured manually, through the default IP, or alterna-
tively set through the confi guration of a DHCP service. IP addresses in IaaS platforms 
can be forwarded directly to cloud consumers so that they can perform bare-metal 
operating system installations independently.

Although remote management software is used to enable connections to physical server 
consoles and deploy operating systems, there are two common concerns about its usage:

 • Manual deployment on multiple servers can be vulnerable to inadvertent human 
and confi guration errors.

 • Remote management software can be time-intensive and require signifi cant run-
time IT resource processing.
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The bare-metal provisioning system addresses these issues by using the following 
components:

 • Discovery Agent – A type of      monitoring agent that searches and fi nds available 
physical servers to be assigned to cloud consumers.

 • Deployment Agent – A management agent that is installed into a physical server’s 
memory, to be positioned as a client for the bare-metal provisioning deployment 
system.

 • Discovery Section – A software component that scans the network and locates 
available physical servers with which to connect.

 • Management Loader – The component that connects to the physical server and loads 
the management options for the cloud consumer.

 • Deployment Component – The component responsible for installing the operating 
system on the selected physical servers.

The bare-metal provisioning system provides an auto-deployment feature that allows 
cloud consumers to connect to the deployment software and provision more than one 
server or operating system at the same time. The central deployment system connects to 
the servers via their management interfaces, and uses the same protocol to upload and 
operate as an agent in the physical server’s RAM. The bare-metal server then becomes 
a raw client with a management agent installed, and the deployment software uploads 
the required setup fi les to deploy the operating system (Figures 12.23 and 12.24).

Deployment images, operating system deployment automation, or unattended deploy-
ment and post installation confi guration scripts can be used via the intelligent automa-
tion engine and self-service portal to extend this functionality.

The following additional mechanisms can be part of this architecture:

 • Cloud Storage Device – This    mechanism stores operating system templates and 
installation fi les, as well as deployment agents and deployment packages for the 
provisioning system.

 • Hypervisor – The deployment of hypervisors on physical servers as part of the 
operating system provisioning can be required.

 • Logical Network Perimeter – Logical network perimeter boundaries help ensure that 
raw physical servers can only be accessed by authorized cloud consumers.
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Figure 12.23
The cloud consumer connects to the deployment solution (1) to perform a search using the discovery agent (2). The 
available physical servers are shown to the cloud consumer (3).

Figure 12.24
The cloud consumer selects a physical server to provision (4). The deployment agent is loaded to the physical server’s RAM 
via the remote management system (5). The cloud consumer selects an operating system and method of configuration via the 
deployment solution (6). The operating system is installed and the server becomes operational (7).
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 • Resource Replication – This mechanism   is implemented for the replication of IT 
resources by deploying a new hypervisor on a physical server to balance the 
hypervisor workload during or after provisioning.

 • SLA Management System – This management system ensures that the availability 
of physical bare-metal servers is in accordance with pre-defi ned SLA stipulations.

12.9 Rapid Provisioning Architecture

A conventional provisioning process can    involve a number of tasks that are tradition-
ally completed manually by administrators and technology experts that prepare the 
requested IT resources as per pre-packaged specifi cations or custom client requests. In 
cloud environments, where higher volumes of customers are serviced and where the 
average customer requests higher volumes of IT resources, manual provisioning pro-
cesses are inadequate and can even lead to unreasonable risk due to human error and 
ineffi cient response times.

For example, a cloud consumer that requests the installation, confi guration, and updat-
ing of twenty-fi ve Windows servers with several applications requires that half of the 
applications be identical installations, while the other half be customized. Each oper-
ating system deployment can take up to 30 minutes, followed by additional time for 
security patches and operating system updates that require server rebooting. The appli-
cations fi nally need to be deployed and confi gured. Using a manual or semi-automated 
approach requires excessive amounts of time, and introduces a probability of human 
error that increases with each installation.

The rapid provisioning architecture establishes a system that automates the provisioning 
of a wide range of IT resources, either individually or as a collective. The underlying 
technology architecture for rapid IT resource provisioning can be sophisticated and 
complex, and relies on a system comprised of an automated provisioning program, 
rapid provisioning engine, and scripts and templates for on-demand provisioning.

Beyond the components displayed in Figure 12.25, many additional architectural arti-
facts are available to coordinate and automate the different aspects of IT resource pro-
visioning, such as:

 • Server Templates – Templates of virtual  image fi les that are used to automate the 
instantiation of new virtual servers. 
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 • Server Images – These        images are similar to virtual server templates, but are used 
to provision physical servers. 

 • Application Packages – Collections of applications and other software that are pack-
aged for automated deployment. 

 • Application Packager – The software used to create application packages. 

 • Custom Scripts – Scripts that automate administrative tasks, as part of an intelligent 
automation engine. 

 • Sequence Manager – A program that organizes sequences of automated provision-
ing tasks. 

 • Sequence Logger – A component that logs the execution of automated provisioning 
task sequences. 

 • Operating System Baseline – A confi guration template that is applied after the oper-
ating system is installed, to quickly prepare it for usage. 

Figure 12.25
A cloud resource administrator requests a new cloud service through the self-service portal (1). The self-service portal 
passes the request to the automated service provisioning program installed on the virtual server (2), which passes the 
necessary tasks to be performed to the rapid provisioning engine (3). The rapid provisioning engine announces when the 
new cloud service is ready (4). The automated service provisioning program finalizes and publishes the cloud service on the 
usage and administration portal for cloud consumer access (5).
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 • Application Confi guration Baseline – A confi guration   template with the settings and 
environmental parameters that are needed to prepare new applications for use. 

 • Deployment Data Store – The repository that stores virtual images, templates, 
scripts, baseline confi gurations, and other related data.

The following step-by-step description helps provide some insight into the inner work-
ings of a rapid provisioning engine, involving a number of the previously listed system 
components:

 1. A cloud consumer requests a new server through the self-service portal. 

 2. The sequence manager forwards the request to the deployment engine for the 
preparation of an operating system. 

 3. The deployment engine uses the virtual server templates for provisioning if the 
request is for a virtual server. Otherwise, the deployment engine sends the request 
to provision a physical server. 

 4. The pre-defi ned image for the requested type of operating system is used for the 
provisioning of the operating system, if available. Otherwise, the regular deploy-
ment process is executed to install the operating system.

 5. The deployment engine informs the sequence manager when the operating system 
is ready.

 6. The sequence manager updates and sends the logs to the sequence logger for 
storage.

 7. The sequence manager requests that the deployment engine apply the operating 
system baseline to the provisioned operating system.

 8. The deployment engine applies the requested operating system baseline.

 9. The deployment engine informs the sequence manager that the operating system 
baseline has been applied.

 10. The sequence manager updates and sends the logs of completed steps to the 
sequence logger for storage.

 11. The sequence manager requests that the deployment engine install the 
applications.
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 12. The deployment engine deploys the applications on the provisioned server.

 13. The deployment engine informs the sequence manager that the applications have 
been installed.

 14. The sequence manager updates and sends the logs of completed steps to the 
sequence logger for storage.

 15. The sequence manager requests that the deployment engine apply the applica-
tion’s confi guration baseline.

 16. The deployment engine applies the confi guration baseline. 

 17. The deployment engine informs the sequence manager that the confi guration 
baseline has been applied.

 18. The sequence manager updates and sends the logs of completed steps to the 
sequence logger for storage.

The cloud storage device mechanism is used to provide storage for application baseline 
information, templates, and scripts, while the hypervisor rapidly creates, deploys, and 
hosts the virtual servers that are either provisioned themselves, or host other provi-
sioned IT resources. The resource replication mechanism is usually used to generate 
replicated instances of IT resources in response to rapid provisioning requirements. 

12.10 Storage Workload Management 
Architecture

Over-utilized    cloud storage devices increase 
the workload on the storage controller and 
can cause a range of performance challenges. 
Conversely, cloud storage devices that are 
under-utilized are wasteful due to lost pro-
cessing and storage capacity potential (Figure 
12.26).

The storage workload management architecture enables LUNs to be evenly distributed 
across available cloud storage devices, while a storage capacity system is established to 
ensure that runtime workloads are evenly distributed across the LUNs (Figure 12.27).

LUN MIGRATION

  LUN migration is a specialized storage 
program that is used to move LUNs 
from one storage device to another 
without interruption, while remaining 
transparent to cloud consumers.
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Figure 12.26
An unbalanced cloud storage architecture has six storage LUNs in Storage 1 for cloud consumers to use, while Storage 2 is 
hosting one LUN and Storage 3 is hosting two. The majority of the workload ends up with Storage 1, since it is hosting the 
most LUNs.
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Combining cloud storage devices into a group allows LUN data to be distributed 
between available storage hosts equally. A storage management system is confi gured 
and an automated scaling listener is positioned to monitor and equalize runtime work-
loads among the grouped cloud storage devices, as illustrated in Figures 12.28 to 12.30.

Figure 12.27
LUNs are dynamically distributed across cloud storage devices, resulting in more even distribution of associated 
types of workloads. 
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Figure 12.28
The storage capacity system and storage capacity monitor are configured to survey three storage devices in realtime, 
whose workload and capacity thresholds are pre-defined (1). The storage capacity monitor determines that the 
workload on Storage 1 is reaching its threshold (2).
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Figure 12.29
The storage capacity monitor informs the storage capacity system that Storage 1 is over-utilized (3). The storage capacity 
system identifies the LUNs to be moved from Storage 1 (4).
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The storage capacity system can keep the hosting storage device in power-saving mode 
for the periods when the LUNs are being accessed less frequently or only at specifi c 
times.

Some other mechanisms that can be included in the storage workload management 
architecture to accompany the cloud storage device are as follows:

 • Audit Monitor – This monitoring mechanism   is used to check for compliance with 
regulatory, privacy, and security requirements, since the system established by 
this architecture can physically relocate data. 

 • Automated Scaling Listener – The automated scaling listener is used to watch and 
respond to workload fl uctuations.

Figure 12.30
The storage capacity system calls for LUN migration to move some of the LUNs from Storage 1 to the other two storage 
devices (5). LUN migration transitions LUNs to Storage 2 and 3 to balance the workload (6).
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 • Cloud Usage Monitor – In addition    to the capacity workload monitor, specialized 
cloud usage monitors are used to track LUN movements and collect workload 
distribution statistics.

 • Load Balancer – This mechanism can be added to horizontally balance workloads 
across available cloud storage devices.

 • Logical Network Perimeter – Logical network perimeters provide levels of isolation 
so that cloud consumer data that undergoes relocation remains inaccessible to 
unauthorized parties.

12.11 CASE STUDY EXAMPLE

Innovartus is leasing     two cloud-based environments from two different cloud pro-
viders, and intends to take advantage of this opportunity to establish a pilot cloud-
balancing architecture for its Role Player cloud service.

After assessing its requirements against the respective clouds, Innovartus’ cloud 
architects produce a design specifi cation that is based on each cloud having multiple 
implementations of the cloud service. This architecture incorporates separate auto-
mated scaling listener and failover system implementations, together with a central 
load balancer mechanism (Figure 12.31). 

The load balancer distributes cloud service consumer requests across clouds using 
a workload distribution algorithm, while each cloud’s automated scaling listener 
routes requests to local cloud service implementations. The failover systems can 
failover to the redundant cloud service implementations that are both within and 
across clouds. Inter-cloud failover is carried out primarily when local cloud service 
implementations are nearing their processing thresholds, or if a cloud is encounter-
ing a severe platform failure.
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Figure 12.31
A load-balancing service agent routes cloud service consumer requests according to a pre-defined algorithm (1). 
Requests are received by the local or external automated scaling listener (2A, 2B), which forward each request to a cloud 
service implementation (3). Failover system monitors are used to detect and respond to cloud service failure (4).
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The architectural models that are covered in this chapter span a broad range of func-
tional areas and topics to offer creative combinations of mechanisms and special-

ized components.

13.1 Direct I/O Access Architecture

Access to the physical I/O cards    that are installed on a physical server is usually pro-
vided to hosted virtual servers via a hypervisor-based layer of processing called I/O 
virtualization. However, virtual servers sometimes need to connect to and use I/O 
cards without any hypervisor interaction or emulation. 

With the direct I/O access architecture, virtual servers are allowed to circumvent the 
hypervisor and directly access the physical server’s I/O card as an alternative to emu-
lating a connection via the hypervisor (Figures 13.1 to 13.3).

To achieve this solution and access the physical I/O 
card without hypervisor interaction, the host CPU 
needs to support this type of access with the appro-
priate drivers installed on the virtual server. The 
virtual server can then recognize the I/O card as a 
hardware device after the drivers are installed.

Figure 13.1
Cloud service consumers access a virtual server, which accesses a database on a SAN storage 
LUN (1). Connectivity from the virtual server to the database occurs via a virtual switch. 
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Figure 13.2
There is an increase in the amount of cloud service 
consumer requests (2), causing the bandwidth and 
performance of the virtual switch to become inadequate (3). 

Figure 13.3
The virtual server bypasses the hypervisor to connect 
to the database server via a direct physical link to the 
physical server (4). The increased workload can now be 
properly handled.
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Other mechanisms that can be involved in this architecture in addition to the virtual 
server and hypervisor include: 

 • Cloud Usage Monitor – The cloud     service usage data that is collected by runtime 
monitors can include and separately classify direct I/O access.

 • Logical Network Perimeter – The logical network perimeter ensures that the allo-
cated physical I/O card does not allow cloud consumers to access other cloud 
consumers’ IT resources.

 • Pay-Per-Use Monitor – This monitor collects usage cost information for the allo-
cated physical I/O card.

 • Resource Replication – Replication technology is used to replace virtual I/O cards 
with physical I/O cards.

13.2 Direct LUN Access Architecture

Storage LUNs are    typically mapped via a host bus adapter (HBA) on the hypervisor, 
with the storage space emulated as fi le-based storage to virtual servers (Figure 13.4). 
However, virtual servers sometimes need direct access to RAW block-based storage. For 
example, access via an emulated adapter is insuffi cient when a cluster is implemented 
and a LUN is used as the shared cluster storage device between two virtual servers. 

The direct LUN access architecture provides virtual servers with LUN access via a physi-
cal HBA card, which is effective because virtual servers in the same cluster can use the 
LUN as a shared volume for clustered databases. After implementing this solution, the 
virtual servers’ physical connectivity to the LUN and cloud storage device is enabled 
by the physical hosts.

The LUNs are created and confi gured on the cloud storage device for LUN presentation 
to the hypervisors. The cloud storage device needs to be confi gured using raw device 
mapping to make the LUNs visible to the virtual servers as a block-based RAW SAN 
LUN, which is unformatted, un-partitioned storage. The LUN needs to be represented 
with a unique LUN ID to be used by all of the virtual servers as shared storage. Fig-
ures 13.5 and 13.6 illustrate how virtual servers are given direct access to block-based 
storage LUNs.
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Figure 13.4
The cloud storage device is installed and configured (1). The 
LUN mapping is defined so that each hypervisor has access to 
its own LUN and can also see all of the mapped LUNs (2). The 
hypervisor shows the mapped LUNs to the virtual servers as 
normal file-based storage to be used as such (3).

Besides the virtual server, hypervisor, and cloud storage device, the following mecha-
nisms can be incorporated into this architecture:

 • Cloud Usage Monitor – This monitor    tracks and collects storage usage information 
that pertains to the direct usage of LUNs.

 • Pay-Per-Use Monitor – The pay-per-use monitor collects and separately classifi es 
usage cost information for direct LUN access.

 • Resource Replication – This mechanism relates to how virtual servers directly 
access block-based storage in replacement of fi le-based storage.
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Figure 13.5
The cloud storage device is installed and configured 
(1). The required LUNs are created and presented to the 
hypervisors (2), which map the presented LUNs directly 
to the virtual servers (3). The virtual servers can see the 
LUNs as RAW block-based storage and can access them 
directly (4).

Figure 13.6
The virtual servers’ storage commands are received 
by the hypervisors (5), which process and forward the 
requests to the storage processor (6).
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13.3 Dynamic Data Normalization Architecture

Redundant data can cause    a range of issues in cloud-based environments, such as:

 • increased time required to store and catalog fi les

 • increased required storage and backup space

 • increased costs due to increased data volume

 • increased time required for replication to secondary storage

 • increased time required to backup data

For example, if a cloud consumer copies 100 MB of fi les onto a cloud storage device and 
the data is redundantly copied ten times, the consequences can be considerable: 

 • The cloud consumer will be charged for using 10 x 100 MB of storage space, even 
though only 100 MB of unique data was actually stored.

 • The cloud provider needs to provide an unnecessary 900 MB of space in the online 
cloud storage device and any backup storage systems.

 • Signifi cantly more time is required to store and catalog data. 

 • Data replication duration and performance are unnecessarily taxed whenever 
the cloud provider performs a site recovery, since 1,000 MB need to be replicated 
instead of 100 MB.

These impacts can be signifi cantly amplifi ed in multitenant public clouds. 

The dynamic data normalization architecture establishes a de-duplication system, which 
prevents cloud consumers from inadvertently saving redundant copies of data by 
detecting and eliminating redundant data on cloud storage devices. This system can be 
applied to both block and fi le-based storage devices, although it is most effective on the 
former. This de-duplication system checks each received block to determine whether it 
is redundant with a block that has already been received. Redundant blocks are replaced 
with pointers to the equivalent blocks that are already in storage (Figure 13.7).  

The de-duplication system examines received data prior to passing it to storage control-
lers. As part of the examination process, a hash code is assigned to every piece of data 
that has been processed and stored. An index of hashes and pieces is also maintained. 
As a result, the generated hash of a newly received block of data is compared with the 
hashes in storage to determine whether it is a new or duplicate data block. New blocks 
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are saved, while duplicate data is eliminated and a pointer to the original data block is 
created and saved instead.

This architectural model can be used for both disk storage and backup tape drives. 
One cloud provider can decide to prevent redundant data only on backup cloud storage 
devices, while another can more aggressively implement the data de-duplication system 
on all of its cloud storage devices. There are different methods and algorithms for com-
paring blocks of data to confi rm their duplicity with other blocks.

13.4 Elastic Network Capacity Architecture

Even if IT resources are    scaled on-demand by a cloud platform, performance and scal-
ability can still be inhibited when remote access to the IT resources is impacted by 
network bandwidth limitations (Figure 13.8). 

The elastic network capacity architecture establishes a system in which additional band-
width is allocated dynamically to the network to avoid runtime bottlenecks. This 

Figure 13.7
Data sets containing redundant data are unnecessarily bloating 
storage (left). The data de-duplication system normalizes the 
data, so that only unique data is stored (right).  
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system ensures that each cloud consumer is using a different set of network ports to 
isolate individual cloud consumer traffi c fl ows.

The automated scaling listener and intelligent automation engine scripts are used to 
detect when traffi c reaches the bandwidth threshold, and to dynamically allocate addi-
tional bandwidth and/or network ports when required.

The cloud architecture can be equipped with a network resource pool containing net-
work ports that are made available for shared usage. The automated scaling listener 
monitors workload and network traffi c, and signals the intelligent automation engine to 
modify the number of allocated network ports and/or bandwidth in response to usage 
fl uctuations.

Note that when this architectural model is implemented at the virtual switch level, 
the intelligent automation engine may need to run a separate script that adds physical 
uplinks to the virtual switch specifi cally. Alternatively, the direct I/O access architec-
ture can also be incorporated to increase network bandwidth that is allocated to the 
virtual server.

In addition to the automated scaling listener, the following mechanisms can be part of 
this architecture:

 • Cloud Usage Monitor – These monitors are responsible for tracking elastic network 
capacity before,   during, and after scaling.

 • Hypervisor – The hypervisor provides virtual servers with access to the physical 
network, via virtual switches and physical uplinks.

Figure 13.8
A lack of available bandwidth causes performance issues for cloud consumer 
requests.
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 • Logical Network Perimeter – This     mechanism establishes the boundaries that are 
needed to provide individual cloud consumers with their allocated network 
capacity.

 • Pay-Per-Use Monitor – This monitor keeps track of any billing-related data that 
pertains to dynamic network bandwidth consumption. 

 • Resource Replication – Resource replication is used to add network ports to physical 
and virtual servers, in response to workload demands.

 • Virtual Server – Virtual servers host the IT resources and cloud services to which 
network resources are allocated and are themselves affected by the scaling of net-
work capacity.

13.5 Cross-Storage Device Vertical Tiering Architecture

Cloud storage devices    are sometimes unable to accommodate the performance require-
ments of cloud consumers, and have more data processing power or bandwidth added 
to increase IOPS. These conventional methods of vertical scaling are usually ineffi -
cient and time-consuming to implement, and can become wasteful when the increased 
capacity is no longer required.

The scenario in Figures 13.9 and 13.10 depicts an approach in which a number of requests 
for access to a LUN has increased, requiring its manual transfer to a high-performance 
cloud storage device.

The cross-storage device vertical tiering architecture establishes a system that survives 
bandwidth and data processing power constraints by vertically scaling between stor-
age devices that have different capacities. LUNs can automatically scale up and down 
across multiple devices in this system so that requests can use the appropriate storage 
device level to perform cloud consumer tasks.

New cloud storage devices with increased capacity can also be made available, even 
if the automated tiering technology can move data to cloud storage devices with the 
same storage processing capacity. For example, solid-state drives (SSDs) can be suitable 
devices for data processing power upgrades. 
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Figure 13.9
A cloud provider installs and configures a cloud 
storage device (1) and creates LUNs that are made 
available to the cloud service consumers for usage 
(2). The cloud service consumers initiate data 
access requests to the cloud storage device (3), 
which forwards the requests to one of the LUNs (4).

Figure 13.10
The number of requests increases, resulting in high 
storage bandwidth and performance demands (5). 
Some of the requests are rejected, or time out due 
to performance capacity limitations within the cloud 
storage device (6).
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The automated scaling listener  monitors the requests that are sent to specifi c LUNs, 
and signals the storage management program to move the LUN to a higher capacity 
device once it identifi es a predefi ned threshold has been reached. Service interruption 
is prevented because there is never a disconnection during the transfer. The original 
device remains up and running, while the LUN data scales up to another device. Cloud 
consumer requests are automatically redirected to the new cloud storage device as soon 
as the scaling is completed (Figures 13.11 to 13.13).

Figure 13.11
The lower capacity primary cloud storage device is responding to cloud service consumer storage requests (1). 
A secondary cloud storage device with higher capacity and performance is installed (2). The LUN migration (3) 
is configured via the storage management program that is configured to categorize the storage based on device 
performance (4). Thresholds are defined in the automated scaling listener that is monitoring the requests (5). Cloud 
service consumer requests are received by the storage service gateway and sent to the primary cloud storage device (6).
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Figure 13.12
The number of cloud service consumer requests reaches the predefined threshold (7), and the automated scaling 
listener notifies the storage management program that scaling is required (8). The storage management program calls 
LUN migration to move the cloud consumer’s LUN to the secondary, higher capacity storage device (9) and the LUN 
migration performs this move (10). 
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In addition to the automated scaling listener and cloud storage device, the mechanisms 
that can be incorporated in this technology architecture include:

 • Audit Monitor – The auditing  performed by this monitor checks whether the 
relocation of cloud consumer data does not confl ict with any legal or data privacy 
regulations or policies.

Figure 13.13
The storage service gateway forwards the cloud service consumer requests from the LUN to the new cloud storage device 
(11). The original LUN is deleted from the lower capacity device via the storage management program and LUN migration (12). 
The automated scaling listener monitors cloud service consumer requests to ensure that the request volume continues to 
require access to the higher capacity secondary storage for the migrated LUN (13). 
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 • Cloud Usage Monitor – This   infrastructure mechanism represents various runtime 
monitoring requirements for tracking and recording data transfer and usage, at 
both source and destination storage locations.

 • Pay-Per-Use Monitor – Within the context of this architecture, the pay-per-use 
monitor collects storage usage information on both source and destination loca-
tions, as well as IT resource usage information for carrying out cross-storage tier-
ing functionality. 

13.6 Intra-Storage Device Vertical Data Tiering Architecture

Some cloud consumers may have distinct data storage requirements that restrict the 
data’s physical location to a single cloud storage device. Distribution across other cloud 
storage devices may be disallowed due to security, privacy, or various legal reasons. 
This type of limitation can impose severe scalability limitations upon the device’s stor-
age and performance capacity. These limitations can further cascade to any cloud ser-
vices or applications that are dependent upon the use of the cloud storage device.

The intra-storage device vertical data tiering architecture establishes a system to support 
vertical scaling within a single cloud storage device. This intra-device scaling system 
optimizes the availability of different disk types with different capacities (Figure 13.14).

Figure 13.14
The cloud intra-storage device system vertically scales 
through disk types graded into different tiers (1). Each 
LUN is moved to a tier that corresponds to its processing 
and storage requirements (2).
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This cloud storage architecture requires the use of a complex storage device that sup-
ports different types of hard disks, especially high-performance disks like SATAs, SASs, 
and SSDs. The disk types are organized into graded tiers so that LUN migration can 
vertically scale the device based on the allocation of disk types, which align with the 
processing and capacity requirements.

Data load conditions and defi nitions are set after disk categorization so that the LUNs 
can move to either a higher or lower grade, depending on which predefi ned conditions 
are met. These thresholds and conditions are used by the automated scaling listener 
when monitoring runtime data processing traffi c (Figures 13.15 to 13.17).

Figure 13.15
Different types of hard disks are installed in the enclosures of a cloud storage device (1). Similar disk 
types are grouped into tiers to create different grades of disk groups based on I/O performance (2).
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Figure 13.16
Two LUNs have been created on Disk Group 1 (3). The automated scaling listener monitors the requests in relation to 
pre-defined thresholds (4). The pay-per-use monitor tracks the actual amount of disk usage, based on free space and disk 
group performance (5). The automated scaling listener determines that the number of requests is reaching a threshold, 
and informs the storage management program that the LUN needs to be moved to a higher performance disk group 
(6). The storage management program signals the LUN migration program to perform the required move (7). The LUN 
migration program works with the storage controller to move the LUN to the higher capacity Disk Group 2 (8).

Figure 13.17
The usage price of the migrated LUN in Disk 
Group 2 is now higher than before, because 
a higher performance disk group is being 
used (9).
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13.7 Load Balanced Virtual Switches Architecture

Virtual servers are     connected to the outside world via virtual switches, which send and 
receive traffi c with the same uplink. Bandwidth bottlenecks form when the network 
traffi c on the uplink’s port increases to a point that it causes transmission delays, per-
formance issues, packet loss, and lag time (Figures 13.18 and 13.19).

Figure 13.18
A virtual switch is interconnecting virtual servers (1). 
A physical network adapter has been attached to the 
virtual switch to be used as an uplink to the physical 
(external) network, connecting the virtual servers to cloud 
consumers (2). Cloud service consumers send requests 
via the physical uplink (3).

Figure 13.19
The amount of traffic passing through the physical uplink 
grows in parallel with the increasing number of requests. 
The number of packets that need to be processed and 
forwarded by the physical network adapter also increases 
(4). The physical adapter cannot handle the workload, 
now that the network traffic has exceeded its capacity 
(5). The network forms a bottleneck that results in 
performance degradation and the loss of delay-sensitive 
data packets (6). 
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The load balanced virtual switches architecture establishes a 
load balancing system where multiple uplinks are pro-
vided to balance network traffi c workloads across mul-
tiple uplinks or redundant paths, which can help avoid 
slow transfers and data loss (Figure 13.20). Link aggrega-
tion can be executed to balance the traffi c, which allows 
the workload to be distributed across multiple uplinks 
at the same time so that none of the network cards are 
overloaded. 

The virtual switch needs to be confi gured to support 
multiple physical uplinks, which are usually confi gured 
as an NIC team that has defi ned traffi c-shaping policies.

The following mechanisms can be incorporated into this 
architecture:

 • Cloud Usage Monitor – Cloud usage monitors       are 
used to monitor network traffi c and bandwidth 
usage.

 • Hypervisor – This mechanism hosts and provides 
the virtual servers with access to both the virtual 
switches and external network.

 • Load Balancer – The load balancer distributes the 
network workload across the different uplinks.

 • Logical Network Perimeter – The logical network perimeter creates boundaries that 
protect and limit the bandwidth usage for each cloud consumer.

 • Resource Replication – This mechanism is used to generate additional uplinks to the 
virtual switch.

 • Virtual Server – Virtual servers host the IT resources that benefi t from the addi-
tional uplinks and bandwidth via virtual switches.

Figure 13.20
Additional physical uplinks are added 
to distribute and balance network 
traffic.  
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The multipath resource access architecture establishes a multipathing system with alterna-
tive paths to IT resources, so that cloud consumers have the means to programmatically 
or manually overcome path failures (Figure 13.22).

This technology architecture requires the use of a multipathing system and the creation 
of alternative physical or virtual hyperlinks that are assigned to specifi c IT resources. 
The multipathing system resides on the server or hypervisor, and ensures that each IT 
resource can be seen via each alternative path identically (Figure 13.23).

13.8 Multipath Resource Access Architecture

Certain IT resources    can only be accessed using an assigned path (or hyperlink) that 
leads to their exact location. This path can be lost or incorrectly defi ned by the cloud 
consumer or changed by the cloud provider. An IT resource whose hyperlink is no 
longer in the possession of the cloud consumer becomes inaccessible and unavailable 
(Figure 13.21). Exception conditions that result from IT resource unavailability can com-
promise the stability of larger cloud solutions that depend on the IT resource.

Figure 13.21
Physical Server A is connected to LUN A via a single fiber 
channel, and uses the LUN to store different types of data. 
The fiber channel connection becomes unavailable due to a 
HBA card failure and invalidates the path used by Physical 
Server A, which has now lost access to LUN A and all of its 
stored data.
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Figure 13.22
A multipathing system is providing alternative paths to a cloud storage device.

This architecture can involve the following mechanisms:

 • Cloud Storage Device – The cloud      storage device is a common IT resource that 
requires the creation of alternative paths in order to remain accessible to solutions 
that rely on data access.

 • Hypervisor – Alternative paths to a hypervisor are required in order to have redun-
dant links to the hosted virtual servers.

 • Logical Network Perimeter – This mechanism guarantees the maintenance of cloud 
consumer privacy, even when multiple paths to the same IT resource are created.

 • Resource Replication – The resource replication mechanism is required when a new 
instance of an IT resource needs to be created to generate the alternative path.

 • Virtual Server – These servers host the IT resources that have multipath access via 
different links or virtual switches. Hypervisors can provide multipath access to 
the virtual servers.
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13.9 Persistent Virtual Network Configuration Architecture

Network confi gurations and    port assignments for virtual servers are generated during 
the creation of the virtual switch on the host physical server and the hypervisor hosting 
the virtual server. These confi gurations and assignments reside in the virtual server’s 
immediate hosting environment, meaning a virtual server that is moved or migrated 
to another host will lose network connectivity because destination hosting environ-
ments do not have the required port assignments and network confi guration informa-
tion (Figure 13.24).

In the persistent virtual network confi guration architecture, network confi guration infor-
mation is stored in a centralized location and replicated to physical server hosts. This 
allows the destination host to access the confi guration information when a virtual 
server is moved from one host to another.

Figure 13.23
Physical Server A is connected to the LUN A cloud storage device via two different paths (1). LUN A is seen as different LUNs 
from each of the two paths (2). The multipathing system is configured (3). LUN A is seen as one identical LUN from both 
paths (4), and Physical Server A has access to LUN A from two different paths (5). A link failure occurs and one of the paths 
becomes unavailable (6). Physical Server A can still use LUN A because the other link remains active (7).
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The system established with this architecture includes a centralized virtual switch, 
VIM, and confi guration replication technology. The centralized virtual switch is shared 
by physical servers and confi gured via the VIM, which initiates replication of the con-
fi guration settings to the physical servers (Figure 13.25). 

Figure 13.24
Part A shows Virtual Server A connected to the network through Virtual Switch A, which was 
created on Physical Server A. In Part B, Virtual Server A is connected to Virtual Switch B after 
being moved to Physical Server B. The virtual server cannot connect to the network because its 
configuration settings are missing.
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In addition to the virtual server mechanism for which this architecture provides a 
migration system, the following mechanisms can be included:

 • Hypervisor – The hypervisor hosts    the virtual servers that require the confi gura-
tion settings to be replicated across the physical hosts.

 • Logical Network Perimeter – The logical network perimeter helps ensure that access 
to the virtual server and its IT resources is isolated to the rightful cloud consumer, 
before and after a virtual server is migrated.

 • Resource Replication – The resource replication mechanism is used to replicate the 
virtual switch confi gurations and network capacity allocations across the hyper-
visors, via the centralized virtual switch. 

Figure 13.25
A virtual switch’s configuration settings are maintained by the VIM, which ensures 
that these settings are replicated to other physical servers. The centralized virtual 
switch is published, and each host physical server is assigned some of its ports. 
Virtual Server A is moved to Physical Server B when Physical Server A fails. 
The virtual server’s network settings are retrievable, since they are stored on a 
centralized virtual switch that is shared by both physical servers. Virtual Server A 
maintains network connectivity on its new host, Physical Server B.
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13.10 Redundant Physical Connection for Virtual Servers Architecture

A virtual server is connected    to an external network via a virtual switch uplink port, 
meaning the virtual server will become isolated and disconnected from the external 
network if the uplink fails (Figure 13.26).

Figure 13.26
A physical network adapter installed on the host physical server is 
connected to the physical switch on the network (1). A virtual switch 
is created for use by two virtual servers. The physical network adapter 
is attached to the virtual switch to act as an uplink, since it requires 
access to the physical (external) network (2). The virtual servers 
communicate with the external network via the attached physical 
uplink network card (3). A connection failure occurs, either because 
of a physical link connectivity issue between the physical adapter and 
the physical switch (4.1), or because of a physical network card failure 
(4.2). The virtual servers lose access to the physical external network 
and are no longer accessible to their cloud consumers (5).

The redundant physical connection for virtual servers architecture establishes one or more 
redundant uplink connections and positions them in standby mode. This architecture 
ensures that a redundant uplink connection is available to connect the active uplink, 
whenever the primary uplink connection becomes unavailable (Figure 13.27).
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In a process that is transparent to both virtual servers and their users, a standby uplink 
automatically becomes the active uplink as soon as the main uplink fails, and the vir-
tual servers use the newly active uplink to sends packets externally.

The second NIC does not forward any traffi c while the primary uplink is alive, even 
though it receives the virtual server’s packets. However, the secondary uplink will start 
forwarding packets immediately if the primary uplink were to fail (Figures 13.28 to 
13.30). The failed uplink becomes the primary uplink again after it returns to operation, 
while the second NIC returns to standby mode.

Figure 13.27
Redundant uplinks are installed on a physical server that 
is hosting several virtual servers. When an uplink fails, 
another uplink takes over to maintain the virtual servers’ 
active network connections.

Figure 13.28
A new network adapter is added to support a redundant 
uplink (1). Both network cards are connected to the 
physical external switch (2), and both physical network 
adapters are configured to be used as uplink adapters 
for the virtual switch (3). 
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The following mechanisms are commonly part of this architecture, in addition to the 
virtual server:

 • Failover System – The failover system     performs the transition of unavailable 
uplinks to standby uplinks.

 • Hypervisor – This mechanism hosts virtual servers and some virtual switches, and 
provides virtual networks and virtual switches with access to the virtual servers.

 • Logical Network Perimeter – Logical network perimeters ensure that the virtual 
switches that are allocated or defi ned for each cloud consumer remain isolated.

 • Resource Replication – Resource replication is used to replicate the current status of 
active uplinks to standby uplinks so as to maintain the network connection. 

Figure 13.29
One physical network adapter is designated as the 
primary adapter (4), while the other is designated as the 
secondary adapter providing the standby uplink. The 
secondary adapter does not forward any packets. 

Figure 13.30
The primary uplink becomes unavailable (5). The 
secondary standby uplink automatically takes over and 
uses the virtual switch to forward the virtual servers’ 
packets to the external network (6). The virtual servers 
do not experience interruptions and remain connected 
to the external network (7).
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13.11 Storage Maintenance Window 
Architecture

Cloud storage devices     that are subject to mainte-
nance and administrative tasks sometimes need 
to be temporarily shut down, meaning cloud ser-
vice consumers and IT resources consequently 
lose access to these devices and their stored data 
(Figure 13.31).

The data of a cloud storage device that is about to 
undergo a maintenance outage can be temporar-
ily moved to a secondary duplicate cloud storage 

Figure 13.31
A pre-scheduled maintenance task carried out by a cloud resource administrator causes an outage 
for the cloud storage device, which becomes unavailable to cloud service consumers. Because cloud 
consumers were previously notified of the outage, cloud consumers do not attempt any data access.

LIVE STORAGE MIGRATION

The live storage 
migration program 
is a sophisticated 
system that uti-
lizes the LUN migration component 
to reliably move LUNs by enabling 
the original copy to remain active 
until after the destination copy 
has been verified as being fully 
functional.
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device. The storage maintenance window architecture enables cloud service consumers to 
be automatically and transparently redirected to the secondary cloud storage device, 
without becoming aware that their primary storage device has been taken offl ine.

This architecture uses a live storage migration program, as demonstrated in Figures 
13.32 to 13.37.

Figure 13.32
The cloud storage device is scheduled to undergo a maintenance outage, but unlike the scenario depicted in Figure 
13.31, the cloud service consumers were not notified of the outage and continue to access the cloud storage device.
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Figure 13.33
Live storage migration moves the LUNs from the primary storage device to a secondary storage device. 
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Figure 13.34
Requests for the data are forwarded to the duplicate LUNs on the secondary storage device, once the LUN’s data has 
been migrated.
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Figure 13.35
The primary storage is powered off for maintenance. 
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Figure 13.36
The primary storage is brought back online, after the maintenance task is finished. Live storage migration restores the LUN 
data from the secondary storage device to the primary storage device.
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In addition to the cloud storage device mechanism that is principal to this architecture, 
the  resource replication mechanism is used to keep the primary and secondary stor-
age devices synchronized. Both manually and automatically initiated failover can also 
be incorporated into this cloud architecture via the failover system mechanism, even 
though the migration is often pre-scheduled. 

Figure 13.37
The live storage migration process is completed and all of the data access requests are forwarded back to the primary cloud 
storage device.
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Each of the chapters in this part of the book addresses a different topic area that per-
tains to planning or using cloud environments and cloud-based technologies. The 

numerous considerations, strategies, and metrics provided in these chapters help associ-
ate topics covered in preceding chapters with real-world requirements and constraints.
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Cloud Delivery Model Considerations

14.1 Cloud Delivery Models: The Cloud Provider Perspective

14.2 Cloud Delivery Models: The Cloud Consumer Perspective

14.3 Case Study Example



Most of the preceding chapters have been focused on technologies and models 
used to defi ne and implement infrastructure and architecture layers within 

cloud environments. This chapter revisits the cloud delivery models that were intro-
duced in Chapter 4 in order to address a number of real world considerations within the 
context of IaaS, PaaS, and SaaS-based environments. 

The chapter is organized into two primary sections that explore cloud delivery model 
issues pertaining to cloud providers and cloud consumers respectively. 

14.1 Cloud Delivery Models: The Cloud Provider Perspective

This section explores   the architecture and administration of IaaS, PaaS, and SaaS cloud 
delivery models from the point of view of the cloud provider. The integration and 
management of these cloud-based environments as part of greater environments and 
how they can relate to different technologies and cloud mechanism combinations are 
examined.

Building IaaS Environments

The virtual server and cloud storage device mechanisms represent the two most funda-
mental IT resources that are delivered as part of a standard rapid provisioning architec-
ture within IaaS environments. They are offered in various standardized confi gurations 
that are defi ned by the following properties:

 • operating system

 • primary memory capacity

 • processing capacity

 • virtualized storage capacity

Memory and virtualized storage capacity is usually allocated with increments of 
1 GB to simplify the provisioning of underlying physical IT resources. When limiting 
cloud consumer access to virtualized environments, IaaS offerings are preemptively 
assembled by cloud providers via virtual server images that capture the pre-defi ned 
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confi gurations. Some cloud providers may offer cloud consumers direct administrative 
access to physical IT resources, in which case the bare-metal provisioning architecture 
may come into play.

Snapshots can be   taken of a virtual server to record its current state, memory, and con-
fi guration of a virtualized IaaS environment for backup and replication purposes, in 
support of horizontal and vertical scaling requirements. For example, a virtual server 
can use its snapshot to become reinitialized in another hosting environment after its 
capacity has been increased to allow for vertical scaling. The snapshot can alternatively 
be used to duplicate a virtual server. The management of custom virtual server images 
is a vital feature that is provided via the remote administration system mechanism. 
Most cloud providers also support importing and exporting options for custom-built 
virtual server images in both proprietary and standard formats.

Data Centers

Cloud providers can offer IaaS-based IT resources from multiple geographically diverse 
data centers, which provides the following primary benefi ts:

 • Multiple data centers can be linked together for increased resiliency. Each data 
center is placed in a different location to lower the chances of a single failure forc-
ing all of the data centers to go offl ine simultaneously.

 • Connected through high-speed communications networks with low latency, 
data centers can perform load balancing, IT resource backup and replication, and 
increase storage capacity, while improving availability and reliability. Having 
multiple data centers spread over a greater area further reduces network latency.

 • Data centers that are deployed in different countries make access to IT resources 
more convenient for cloud consumers that are constricted by legal and regulatory 
requirements.

Figure 14.1 provides an example of a cloud provider that is managing four data centers 
that are split between two different geographic regions.

When an IaaS environment is used to provide cloud consumers with virtualized net-
work environments, each cloud consumer is segregated into a tenant environment that 
isolates IT resources from the rest of the cloud through the Internet. VLANs and net-
work access control software collaboratively realize the corresponding logical network 
perimeters.
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Figure 14.1
A cloud provider is provisioning and managing an IaaS environment with IT resources from different data centers in 
the United States and the United Kingdom.
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Scalability and Reliability 

Within IaaS environments, cloud providers can   automatically provision virtual serv-
ers via the dynamic vertical scaling type of the dynamic scalability architecture. This 
can be performed through the VIM, as long as the host physical servers have suffi cient 
capacity. The VIM can scale virtual servers out using resource replication as part of a 
resource pool architecture, if a given physical server has insuffi cient capacity to support 
vertical scaling. The load balancer mechanism, as part of a workload distribution archi-
tecture, can be used to distribute the workload among IT resources in a pool to complete 
the horizontal scaling process.

Manual scalability requires the cloud consumer to interact with a usage and adminis-
tration program to explicitly request IT resource scaling. In contrast, automatic scalabil-
ity requires the automated scaling listener to monitor the workload and reactively scale 
the resource capacity. This mechanism typically acts as a monitoring agent that tracks 
IT resource usage in order to notify the resource management system when capacity 
has been exceeded. 

Replicated IT resources can be arranged in high-availability confi guration that forms 
a failover system for implementation via standard VIM features. Alternatively, a high-
availability/high-performance resource cluster can be created at the physical or vir-
tual server level, or both simultaneously. The multipath resource access architecture is 
commonly employed to enhance reliability via the use of redundant access paths, and 
some cloud providers further offer the provisioning of dedicated IT resources via the 
resource reservation architecture.

Monitoring

Cloud usage monitors  in an IaaS environment can be implemented using the VIM or 
specialized monitoring tools that directly comprise and/or interface with the virtual-
ization platform. Several common capabilities of the IaaS platform involve monitoring:

 • Virtual Server Lifecycles – Recording and tracking uptime periods and the alloca-
tion of IT resources, for pay-per-use monitors and time-based billing purposes.

 • Data Storage – Tracking and assigning the allocation of storage capacity to cloud 
storage devices on virtual servers, for pay-per-use monitors that record storage 
usage for billing purposes.

 • Network Traffi c – For pay-per-use monitors that measure inbound and outbound 
network usage and SLA monitors that track QoS metrics, such as response times 
and network losses.
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 • Failure Conditions – For SLA monitors that track IT resource and QoS metrics to 
provide warning in times of failure.

 • Event Triggers – For audit monitors that appraise and evaluate the regulatory com-
pliance of select IT resources.

Monitoring architectures within IaaS environments typically involve service agents 
that communicate directly with backend management systems.

Security

Cloud security mechanisms  that are relevant for securing IaaS environments include:

 • encryption, hashing, digital signature, and PKI mechanisms for overall protection 
of data transmission

 • IAM and SSO mechanisms for accessing services and interfaces in security sys-
tems that rely on user identifi cation, authentication, and authorization capabilities

 • cloud-based security groups for isolating virtual environments through hypervi-
sors and network segments via network management software

 • hardened virtual server images for internal and externally available virtual server 
environments

 • various cloud usage monitors to track provisioned virtual IT resources to detect 
abnormal usage patterns

NOTE

The public cloud vendor IaaS offerings table maintained on 
www.servicetechbooks.com/cloud summarizes the configuration 
information of several commercial public cloud providers that offer IaaS 
products, and further lists the physical locations of their data centers.

Equipping PaaS Environments

PaaS environments typically    need to be outfi tted with a selection of application devel-
opment and deployment platforms in order to accommodate different programming 
models, languages, and frameworks. A separate ready-made environment is usually 
created for each programming stack that contains the necessary software to run appli-
cations specifi cally developed for the platform. 

../../../../../www.servicetechbooks.com/cloud
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Each platform is accompanied by a matching SDK and IDE, which can be custom-built 
or enabled by IDE plugins supplied by the cloud provider. IDE toolkits can simulate 
the cloud runtime locally within the PaaS environment and usually include execut-
able application servers. The security restrictions that are inherent to the runtime are 
also simulated in the development environment, including checks for unauthorized 
attempts to access system IT resources.

Cloud providers often offer a resource management system mechanism that is custom-
ized for the PaaS platform so that cloud consumers can create and control customized 
virtual server images with ready-made environments. This mechanism also provides 
features specifi c to the PaaS platform, such as managing deployed applications and con-
fi guring multitenancy. Cloud providers further rely on a variation of the rapid provi-
sioning architecture known as platform provisioning, which is designed specifi cally to 
provision ready-made environments.

Scalability and Reliability

The scalability requirements of cloud services and applications that are deployed within 
PaaS environments are generally addressed via dynamic scalability and workload dis-
tribution architectures that rely on the use of native automated scaling listeners and 
load balancers. The resource pooling architecture is further utilized to provision IT 
resources from resource pools made available to multiple cloud consumers.

Cloud providers can evaluate network traffi c and server-side connection usage against 
the instance’s workload, when determining how to scale an overloaded application as 
per parameters and cost limitations provided by the cloud consumer. Alternatively, 
cloud consumers can confi gure the application designs to customize the incorporation 
of available mechanisms themselves.

The reliability of ready-made environments and hosted cloud services and applications 
can be supported with standard failover system mechanisms (Figure 14.2), as well as 
the non-disruptive service relocation architecture, so as to shield cloud consumers from 
failover conditions. The resource reservation architecture may also be in place to offer 
exclusive access to PaaS-based IT resources. As with other IT resources, ready-made 
environments can also span multiple data centers and geographical regions to further 
increase availability and resiliency.
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Figure 14.2
Load balancers are used to distribute ready-made environment instances that are part of a failover 
system, while automated scaling listeners are used to monitor the network and instance workloads (1). 
The ready-made environments are scaled out in response to an increase in workload (2), and the failover 
system detects a failure condition and stops replicating a failed ready-made environment (3).
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Monitoring

Specialized  cloud usage monitors in PaaS environments are used to monitor the 
following:

 • Ready-Made Environment Instances – The applications of these instances are 
recorded by pay-per-use monitors for the calculation of time-based usage fees.

 • Data Persistence – This statistic is provided by pay-per-use monitors that record the 
number of objects, individual occupied storage sizes, and database transactions 
per billing period.

 • Network Usage – Inbound and outbound network usage is tracked for pay-per-use 
monitors and SLA monitors that track network-related QoS metrics.

 • Failure Conditions – SLA monitors that track the QoS metrics of IT resources need 
to capture failure statistics.

 • Event Triggers – This metric is primarily used by audit monitors that need to 
respond to certain types of events.

Security

The PaaS environment, by default,  does not usually introduce the need for new cloud 
security mechanisms beyond those that are already provisioned for IaaS environments.

Optimizing SaaS Environments

In SaaS implementations, cloud service    architectures are generally based on multiten-
ant environments that enable and regulate concurrent cloud consumer access (Figure 
14.3). SaaS IT resource segregation does not typically occur at the infrastructure level in 
SaaS environments, as it does in IaaS and PaaS environments.

SaaS implementations rely heavily on the features provided by the native dynamic scal-
ability and workload distribution architectures, as well as non-disruptive service relo-
cation to ensure that failover conditions do not impact the availability of SaaS-based 
cloud services.

However, it is vital to acknowledge that, unlike the relatively vanilla designs of IaaS 
and PaaS products, each SaaS deployment will bring with it unique architectural, func-
tional, and runtime requirements. These requirements are specifi c to the nature of the 
business logic the SaaS-based cloud service is programmed with, as well as the distinct 
usage patterns it is subjected to by its cloud service consumers.
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For example, consider the diversity in functionality and usage of the following recog-
nized online SaaS offerings:

 • collaborative authoring and information-sharing (Wikipedia, Blogger)

 • collaborative management (Zimbra, Google Apps)

 • conferencing services for instant messaging, audio/video communications (Skype, 
Google Talk)

 • enterprise management systems (ERP, CRM, CM)

 • fi le-sharing and content distribution (YouTube, Dropbox)

 • industry-specifi c software (engineering, bioinformatics)

 • messaging systems (e-mail, voicemail)

 • mobile application marketplaces (Android Play Store, Apple App Store)

 • offi ce productivity software suites (Microsoft Offi ce, Adobe Creative Cloud)

Figure 14.3
The SaaS-based cloud service is hosted by a multitenant environment deployed in a high-performance virtual server 
cluster. A usage and administration portal is used by the cloud consumer to access and configure the cloud service.
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 • search engines (Google, Yahoo)

 • social networking media (Twitter, LinkedIn)

Now consider that many of the previously listed cloud services are offered in one or 
more of the following implementation mediums:

 • mobile application

 • REST service

 • Web service

Each of these SaaS implementation mediums provide Web-based APIs for interfacing 
by cloud consumers. Examples of online SaaS-based cloud services with Web-based 
APIs include:

 • electronic payment services (PayPal)

 • mapping and routing services (Google Maps)

 • publishing tools (WordPress)

Mobile-enabled SaaS implementations are commonly supported by the multi-device 
broker mechanism, unless the cloud service is intended exclusively for access by spe-
cifi c mobile devices.

The potentially diverse nature of SaaS functionality, the variation in implementation 
technology, and the tendency to offer a SaaS-based cloud service redundantly with 
multiple different implementation mediums makes the design of SaaS environments 
highly specialized. Though not essential to a SaaS implementation, specialized process-
ing requirements can prompt the need to incorporate architectural models, such as:

 • Service Load Balancing – for workload distribution across redundant SaaS-based 
cloud service implementations

 • Dynamic Failure Detection and Recovery – to establish a system that can automati-
cally resolve some failure conditions without disruption in service to the SaaS 
implementation

 • Storage Maintenance Window – to allow for planned maintenance outages that do 
not impact SaaS implementation availability

 • Elastic Resource Capacity/Elastic Network Capacity – to establish inherent elasticity 
within the SaaS-based cloud service architecture that enables it to automatically 
accommodate a range of runtime scalability requirements



370 Chapter 14: Cloud Delivery Model Considerations

 • Cloud Balancing – to instill broad resiliency within the SaaS implementation, which 
can be especially important for cloud services subjected to extreme concurrent 
usage volumes

Specialized cloud usage monitors  can be used in SaaS environments to track the follow-
ing types of metrics:

 • Tenant Subscription Period – This metric is used by pay-per-use monitors to record 
and track application usage for time-based billing. This type of monitoring usu-
ally incorporates application licensing and regular assessments of leasing periods 
that extend beyond the hourly periods of IaaS and PaaS environments.

 • Application Usage – This metric, based on user or security groups, is used with pay-
per-use monitors to record and track application usage for billing purposes.

 • Tenant Application Functional Module – This metric is used by pay-per-use monitors 
for function-based billing. Cloud services can have different functionality tiers 
according to whether the cloud consumer is free-tier or a paid subscriber.

Similar to the cloud usage monitoring that is performed in IaaS and PaaS implementa-
tions, SaaS environments are also commonly monitored for data storage, network traf-
fi c, failure conditions, and event triggers.

Security

SaaS implementations generally rely on a foundation of security controls inherent to 
their deployment environment. Distinct business processing logic will then add layers 
of additional cloud security mechanisms or specialized security technologies.

14.2 Cloud Delivery Models: The Cloud Consumer Perspective

This section raises various   considerations concerning the different ways in which cloud 
delivery models are administered and utilized by cloud consumers. 

Working with IaaS Environments

Virtual servers are accessed at the operating system level through the use of remote 
terminal applications. Accordingly, the type of client software used directly depends on 
the type of operating system that is running at the virtual server, of which two common 
options are:
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 • Remote Desktop (or Remote Desktop Connection) Client – for Windows-based environ-
ments and presents a Windows GUI desktop

 • SSH Client – for Mac and other Linux-based environments to allow for secure 
channel connections to text-based shell accounts running on the server OS

Figure 14.4 illustrates a typical usage scenario for virtual servers that are being offered 
as IaaS services after having been created with management interfaces. 

Figure 14.4
A cloud resource administrator uses the Windows-based Remote Desktop client to administer a Windows-based virtual 
server and the SSH client for the Linux-based virtual server. 

A cloud storage device can be attached directly to the virtual servers and accessed 
through the virtual servers’ functional interface for management by the operating sys-
tem. Alternatively, a cloud storage device can be attached to an IT resource that is being 
hosted outside of the cloud, such as an on-premise device over a WAN or VPN. In these 
cases, the following formats for the manipulation and transmission of cloud storage 
data are commonly used:

 • Networked File System – System-based storage access, whose rendering of fi les is 
similar to how folders are organized in operating systems (NFS, CIFS)

 • Storage Area Network Devices – Block-based storage access collates and formats 
geographically diverse data into cohesive fi les for optimal network transmission 
(iSCSI, Fibre Channel)
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 • Web-Based Resources – Object-based storage access by which an interface that is 
not integrated into the operating system logically represents fi les, which can be 
accessed through a Web-based interface (Amazon S3)

IT Resource Provisioning Considerations

Cloud consumers   have a high degree of control over how and to what extent IT resources 
are provisioned as part of their IaaS environments. 

For example: 

 • controlling scalability features (automated scaling, load balancing)

 • controlling the lifecycle of virtual IT resources (shutting down, restarting, power-
ing up of virtual devices)

 • controlling the virtual network environment and network access rules (fi rewalls, 
logical network perimeters)

 • establishing and displaying service provisioning agreements (account conditions, 
usage terms)

 • managing the attachment of cloud storage devices

 • managing the pre-allocation of cloud-based IT resources (resource reservation)

 • managing credentials and passwords for cloud resource administrators

 • managing credentials for cloud-based security groups that access virtualized IT 
resources through an IAM

 • managing security-related confi gurations

 • managing customized virtual server image storage (importing, exporting, backup)

 • selecting high-availability options (failover, IT resource clustering)

 • selecting and monitoring SLA metrics

 • selecting basic software confi gurations (operating system, pre-installed software 
for new virtual servers)

 • selecting IaaS resource instances from a number of available hardware-related 
confi gurations and options (processing capabilities, RAM, storage)
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 • selecting the geographical regions in which cloud-based IT resources should be 
hosted 

 • tracking and managing costs

The management interface for these types of provisioning tasks is usually a usage and 
administration portal, but may also be offered via the use of command line interface 
(CLI) tools that can simplify the execution of many scripted administrative actions.

Even though standardizing the presentation of administrative features and controls is 
typically preferred, using different tools and user-interfaces can sometimes be justifi ed. 
For example, a script can be made to turn virtual servers on and off nightly through a 
CLI, while adding or removing storage capacity can be more easily carried out using 
a portal.

Working with PaaS Environments

A typical PaaS IDE can offer a wide range of tools and programming resources, such 
as software libraries, class libraries, frameworks, APIs, and various runtime capabili-
ties that emulate the intended cloud-based deployment environment. These features 
allow developers to create, test, and run application code within the cloud or locally (on- 
premise) while using the IDE to emulate the cloud deployment environment. Compiled 
or completed applications are then bundled and uploaded to the cloud, and deployed 
via the ready-made environments. This deployment process can also be controlled 
through the IDE.

PaaS also allows for applications to use cloud storage devices as independent data stor-
ing systems for holding development-specifi c data (for example in a repository that is 
available outside of the cloud environment). Both SQL and NoSQL database structures 
are generally supported.

IT Resource Provisioning Considerations

PaaS environments   provide less administrative control than IaaS environments, but still 
offer a signifi cant range of management features.

For example:

 • establishing and displaying service provisioning agreements, such as account 
conditions and usage terms
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 • selecting software platform and development frameworks for ready-made 
environments

 • selecting instance types, which are most commonly frontend or backend instances

 • selecting cloud storage devices for use in ready-made environments 

 • controlling the lifecycle of PaaS-developed applications (deployment, starting, 
shutdown, restarting, and release)

 • controlling the versioning of deployed applications and modules

 • confi guring availability and reliability-related mechanisms

 • managing credentials for developers and cloud resource administrators using 
IAM

 • managing general security settings, such as accessible network ports

 • selecting and monitoring PaaS-related SLA metrics

 • managing and monitoring usage and IT resource costs

 • controlling scalability features such as usage quotas, active instance thresholds, 
and the confi guration and deployment of the automated scaling listener and load 
balancer mechanisms

The usage and administration portal that is used to access PaaS management features 
can provide the feature of pre-emptively selecting the times at which an IT resource 
is started and stopped. For example, a cloud resource administrator can set a cloud 
storage device to turn itself on at 9:00AM then turn off twelve hours later. Building on 
this system can enable the option of having the ready-made environment self-activate 
upon receiving data requests for a particular application and turn off after an extended 
period of inactivity. 

Working with SaaS Services

Because SaaS-based cloud services    are almost always accompanied by refi ned and 
generic APIs, they are usually designed to be incorporated as part of larger distributed 
solutions. A common example of this is Google Maps, which offers a comprehensive 
API that enables mapping information and images to be incorporated into Web sites 
and Web-based applications.



Many SaaS offerings are provided free of charge, although these cloud services often 
come with data collecting sub-programs that harvest usage data for the benefi t of the 
cloud provider. When using any SaaS product that is sponsored by third parties, there is 
a reasonable chance that it is performing a form of background information gathering. 
Reading the cloud provider’s agreement will usually help shed light on any secondary 
activity that the cloud service is designed to perform.

Cloud consumers using SaaS products supplied by cloud providers are relieved of the 
responsibilities of implementing and administering their underlying hosting environ-
ments. Customization options are usually available to cloud consumers; however, these 
options are generally limited to the runtime usage control of the cloud service instances 
that are generated specifi cally by and for the cloud consumer.

For example:

 • managing security-related confi gurations

 • managing select availability and reliability options

 • managing usage costs

 • managing user accounts, profi les, and access authorization

 • selecting and monitoring SLAs

 • setting manual and automated scalability options and limitations

14.3 CASE STUDY EXAMPLE

DTGOV discovers that   a number of additional mechanisms and technologies need 
to be assembled in order to complete its IaaS management architecture (Figure 14.5):

 • Network virtualization is incorporated into logical network topologies, and 
logical network perimeters are established using different fi rewalls and virtual 
networks. 

 • The VIM is positioned as the central tool for controlling the IaaS platform and 
equipping it with self-provisioning capabilities. 

 • Additional virtual server and cloud storage device mechanisms are implemented 
through the virtualization platform, while several virtual server images that 
provide base template confi gurations for virtual servers are created.
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Figure 14.5
An overview of the DTGOV management architecture.
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 • Dynamic scaling is added using the VIM’s API through the use of automated 
scaling listeners.

 • High-availability virtual server clusters are created using the resource replica-
tion, load balancer, failover system, and resource cluster mechanisms. 

 • A customized application that directly uses the SSO and IAM system mecha-
nisms is built to enable interoperability between the remote administration 
system, network management tools, and VIM.

DTGOV uses a powerful commercial network management tool that is customized 
to store event information gathered by the VIM and SLA monitoring agents in an 
SLA measurements database. The management tool and database are used as part 
of a greater SLA management system. In order to enable billing processing, DTGOV 
expands a proprietary software tool that is based on a set of usage measurements 
from a database populated by pay-per-use monitors. The billing software is used as 
the base implementation for the billing management system mechanism.
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Chapter 15

Cost Metrics and Pricing Models

15.1 Business Cost Metrics 

15.2 Cloud Usage Cost Metrics

15.3 Cost Management Considerations



Reducing operating costs and optimizing IT environments are pivotal to under-
standing and being able to compare the cost models behind provisioning on-

premise and cloud-based environments. The pricing structures used by public clouds 
are typically based on utility-centric pay-per-usage models, enabling organizations to 
avoid up-front infrastructure investments. These models need to be assessed against 
the fi nancial implications of on-premise infrastructure investments and associated total 
cost-of-ownership commitments.

The following chapter provides metrics, formulas, and practices to assist cloud consum-
ers in performing accurate fi nancial analysis of cloud adoption plans.

15.1 Business Cost Metrics 

This section begins by     describing the common types of metrics used to evaluate the 
estimated costs and business value of leasing cloud-based IT resources when compared 
to the purchase of on-premise IT resources. 

Up-Front and On-Going Costs

Up-front costs are  associated with the initial investments that organizations need to 
make in order to fund the IT resources they intend to use. This includes both the costs 
associated with obtaining the IT resources, as well as expenses required to deploy and 
administer them. 

 • Up-front costs for the purchase and deployment of on-premise IT resources tend 
to be high. Examples of up-front costs for on-premise environments can include 
hardware, software, and the labor required for deployment.

 • Up-front costs for the leasing of cloud-based IT resources tend to be low. Exam-
ples of up-front costs for cloud-based environments can include the labor costs 
required to assess and set up a cloud environment.

On-going costs represent  the expenses required by an organization to run and maintain 
IT resources it uses. 

 • On-going costs for the operation of on-premise IT resources can vary. Examples 
include licensing fees, electricity, insurance, and labor.
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 • On-going costs for the operation of cloud-based IT resources can also vary, but 
often exceed the on-going costs of on-premise IT resources (especially over a lon-
ger period of time). Examples include virtual hardware leasing fees, bandwidth 
usage fees, licensing fees, and labor.

Additional Costs

To supplement and extend a fi nancial analysis beyond the calculation and comparison 
of standard up-front and on-going business cost metrics, several other more specialized 
business cost metrics can be taken into account. 

For example:

 • Cost of Capital – The  cost of capital is a value that represents the cost incurred by 
raising required funds. For example, it will generally be more expensive to raise 
an initial investment of $150,000 than it will be to raise this amount over a period 
of three years. The relevancy of this cost depends on how the organization goes 
about gathering the funds it requires. If the cost of capital for an initial investment 
is high, then it further helps justify the leasing of cloud-based IT resources.

 • Sunk Costs – An  organization will often have existing IT resources that are already 
paid for and operational. The prior investment that has been made in these on-
premise IT resources is referred to as sunk costs. When comparing up-front costs 
together with signifi cant sunk costs, it can be more diffi cult to justify the leasing of 
cloud-based IT resources as an alternative.

 • Integration Costs – Integration testing  is a form of testing required to measure the 
effort required to make IT resources compatible and interoperable within a foreign 
environment, such as a new cloud platform. Depending on the cloud deploy-
ment model and cloud delivery model being considered by an organization, there 
may be the need to further allocate funds to carry out integration testing and 
additional labor related to enable interoperability between cloud service consum-
ers and cloud services. These expenses are referred to as integration costs. High 
integration costs can make the option of leasing cloud-based IT resources less 
appealing.

 • Locked-in Costs – As explained  in the Risks and Challenges section in Chapter 3, 
cloud environments can impose portability limitations. When performing a 
metrics analysis over a longer period of time, it may be necessary to take into 
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consideration the possibility of having to move from one cloud provider to 
another. Due to the fact that cloud service consumers can become dependent on 
proprietary characteristics of a cloud environment, there are locked-in costs associ-
ated with this type of move. Locked-in costs can further decrease the long-term 
business value of leasing cloud-based IT resources.

CASE STUDY EXAMPLE

ATN performs a total cost-of-ownership (TCO) analysis    on migrating two of its leg-
acy applications to a PaaS environment. The report produced by the analysis exam-
ines comparative evaluations of on-premise and cloud-based implementations based 
on a three-year time frame.

The following sections provide a summary from the report for each of the two 
applications.

Product Catalog Browser

The Product Catalog Browser is a globally used Web application that interoperates 
with the ATN Web portal and several other systems. This application was deployed 
in a virtual server cluster that is comprised of 4 virtual servers running on 2 dedi-
cated physical servers. The application has its own 300 GB database that resides in a 
separate HA cluster. Its code was recently generated from a refactoring project. Only 
minor portability issues needed to be addressed before it was ready to proceed with 
a cloud migration. 

The TCO analysis reveals the following:

On-Premise Up-Front Costs

 • Licensing: The purchase price for each physical server hosting the application is 
$7,500, while the software required to run all 4 servers totals $30,500

 • Labor: Labor costs are estimated as $5,500, including setup and application 
deployment.

The total up-front costs are: ($7,500 x 2) + $30,500 + $5,500 = $51,000

The confi guration of the servers is derived from a capacity plan that accounts for 
peak workloads. Storage was not assessed as part of this plan, since the application 
database is assumed to be only negligibly affected by the application’s deployment.
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On-Premise On-Going Costs

The following are monthly on-going costs:

 • Environmental Fees: $750

 • Licensing Fees: $520

 • Hardware Maintenance: $100

 • Labor: $2,600

The total on-premise on-going costs are: $750 + $520 + $100 + $2,600 = $3,970

Cloud-Based Up-Front Costs

If the servers are leased from a cloud provider, there is no up-front cost for hardware 
or software. Labor costs are estimated at $5,000, which includes expenses for solving 
interoperability issues and application setup.

Cloud-Based On-Going Costs

The following are monthly on-going costs:

 • Server Instance: Usage fee is calculated per virtual server at a rate of $1.25/hour 
per virtual server. For 4 virtual servers, this results in: 4 x ($1.25 x 720) = $3,600. 
However, the application consumption is equivalent to 2.3 servers when server 
instance scaling is factored in, meaning the actual on-going server usage cost is: 
$2,070.

 • Database Server and Storage: Usage fees are calculated per database size, at a rate 
of $1.09/GB per month = $327.

 • Network: Usage fees are calculated per outbound WAN traffi c at the rate of 
$0.10/GB and a monthly volume of 420 GB = $42.

 • Labor: Estimated at $800 per month, including expenses for cloud resource 
administration tasks.

The total on-going costs are: $2,070 + $327 + $42 + $800 = $3,139

The TCO breakdown for the Product Catalog Browser application is provided in 
Table 15.1.
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Up-Front Costs
Cloud 

Environment
On-Premise 
Environment

Hardware $0 $15,000

Licensing $0 $30,500

Labor $5,000 $5,500

Total Up-Front Costs $5,000 $51,000

Monthly
On-Going Costs

Cloud 
Environment

On-Premise 
Environment

Application Servers $2,070 $0

Database Servers $327 $0

WAN Network $42 $0

Environment $0 $750

Software Licensing $0 $520

Hardware Maintenance $0 $100

Administration $800 $2,600

Total On-Going Costs $3,139 $3,970

Table 15.1
The TCO analysis for the Product Catalog Browser application.

A comparison of the respective TCOs over a three-year period for both approaches 
reveals the following:

 • On-Premise TCO: $51,000 up-front + ($3,970 x 36) on-going = $193,920

 • Cloud-Based TCO: $5,000 up-front + ($3,139 x 36) on-going = $118,004

Based on the results of the TCO analysis, ATN decides to migrate the application to 
the cloud.
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Client Database

The Client Database application is deployed in a virtual server cluster comprised of 
8 virtual servers running on 2 dedicated physical servers, with a 1.5 TB database on a 
HA cluster that is coupled with another system database. The application code is old, 
requiring considerable effort to port to the PaaS environment. 

The TCO analysis reveals the following:

On-Premise Up-Front Costs

 • Licensing: Each physical server that is used to host the application costs $7,500, 
while the software that is required to run all 8 virtual servers costs $15,200.

 • Labor: Estimated at $5,500, the labor cost includes expenses for setting up the 
new environment and deploying the application on the new servers.

The total up-front costs are: ($7,500 x 2) + $15,200 + $5,500 = $35,700

On-Premise On-Going Costs

The following are monthly on-going costs:

 • Environmental Fees: $1,050

 • Licensing Fees: $300

 • Hardware Maintenance: $100

 • Administration: $4,500

The total on-going costs are: $1,050 + $300 + $100 + $4,500 = $5,950

Cloud-Based Up-Front Costs

There are no up-front hardware or software costs if the servers are leased from a 
cloud provider. The labor is estimated at $45,000, most of which is for integration 
testing and application porting tasks.

Cloud-Based On-Going Costs

The following are monthly on-going costs:

 • Server Instance: Usage fees are calculated at a rate of $1.25/hour per virtual 
server. The estimated scaling of the virtual server means that actual service 
usage is equivalent to 3.8 servers, which results in a total of $3,420.
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 • Database Server and Storage: Usage fees are calculated per database size at a rate 
of $1.09/GB per month = $1,635.

 • Network: Outbound WAN traffi c usage is calculated at a rate of $0.10/GB, at an 
estimated volume of 800 GB per month = $80.

 • Labor: Estimated at $1,200 when cloud resource administration tasks are included.

The total on-going costs are: $3,420 + $1,635 + $80 + $1,200 = $6,335

The TCO breakdown for the Client Database application is shown in Table 15.2.

Up-Front Costs
Cloud 

Environment
On-Premise 
Environment

Hardware $0 $15,000

Licensing $0 $15,200

Labor $45,000 $5,500

Total Up-Front Costs $45,000 $35,700

Monthly
On-Going Costs

Cloud 
Environment

On-Premise 
Environment

Application Servers $3,420 $0

Database Servers $1,635 $0

WAN Network $80 $0

Environment $0 $1,050

Software Licensing $0 $300

Hardware Maintenance $0 $100

Administration $1,200 $4,500

Total On-Going Costs $6,335 $5,950

Table 15.2
The TCO analysis for the Client Database application.
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A comparison of the respective TCOs over a three-year period reveals the following:

 • On-Premise TCO: $35,700 up-front + ($5,950 x 36) on-going = $251,700

 • Cloud-Based TCO: $45,000 up-front + ($6,335 x 36) on-going = $273,060

The decision to migrate the application to the cloud is not supported by the TCO 
analysis. 

15.2 Cloud Usage Cost Metrics

The following sections   describe a set of usage cost metrics for calculating costs associ-
ated with cloud-based IT resource usage measurements:

 • Network Usage – inbound and outbound network traffi c, as well as intra-cloud 
network traffi c

 • Server Usage – virtual server allocation (and resource reservation)

 • Cloud Storage Device – storage capacity allocation

 • Cloud Service – subscription duration, number of nominated users, number of 
transactions (of cloud services and cloud-based applications)

For each usage cost metric a description, measurement unit, and measurement fre-
quency is provided, along with the cloud delivery model most applicable to the metric. 
Each metric is further supplemented with a brief example.

Network Usage

Defi ned as the   amount of data that is transferred over a network connection, network 
usage is typically calculated using separately measured inbound network usage traffi c and 
outbound network usage traffi c metrics in relation to cloud services or other IT resources. 

Inbound Network Usage Metric

 • Description – inbound  network traffi c

 • Measurement – Σ, inbound network traffi c in bytes

 • Frequency – continuous and cumulative over a predefi ned period
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 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – up to 1 GB free, $0.001/GB up to 10 TB a month

Outbound Network Usage Metric

 • Description – outbound  network traffi c

 • Measurement – Σ, outbound network traffi c in bytes

 • Frequency – continuous and cumulative over a predefi ned period

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – up to 1 GB free a month, $0.01/GB between 1 GB to 10 TB per month

Network usage metrics can be applied to WAN traffi c between IT resources of one cloud 
that are located in different geographical regions in order to calculate costs for synchro-
nization, data replication, and related forms of processing. Conversely, LAN usage and 
other network traffi c among IT resources that reside at the same data center are typi-
cally not tracked.

Intra-Cloud WAN Usage Metric

 • Description – network  traffi c between geographically diverse IT resources of the 
same cloud

 • Measurement – Σ, intra-cloud WAN traffi c in bytes

 • Frequency – continuous and cumulative over a predefi ned period

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – up to 500 MB free daily and $0.01/GB thereafter, $0.005/GB after 1 TB 
per month

Many cloud providers do not charge for inbound traffi c in order to encourage cloud 
consumers to migrate data to the cloud. Some also do not charge for WAN traffi c within 
the same cloud. 

Network-related cost metrics are determined by the following properties:

 • Static IP Address Usage – IP address allocation time (if a static IP is required)

 • Network Load-Balancing – the amount of load-balanced network traffi c (in bytes)

 • Virtual Firewall – the amount of fi rewall-processed network traffi c (as per alloca-
tion time)
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Server Usage

The allocation of   virtual servers is measured using common pay-per-use metrics in IaaS 
and PaaS environments that are quantifi ed by the number of virtual servers and ready-
made environments. This form of server usage measurement is divided into on-demand 
virtual machine instance allocation and reserved virtual machine instance allocation metrics. 

The former metric measures pay-per-usage fees on a short-term basis, while the latter 
metric calculates up-front reservation fees for using virtual servers over extended peri-
ods. The up-front reservation fee is usually used in conjunction with the discounted 
pay-per-usage fees.

On-Demand Virtual Machine Instance Allocation Metric

 • Description – uptime  of a virtual server instance 

 • Measurement – Σ, virtual server start date to stop date

 • Frequency – continuous and cumulative over a predefi ned period

 • Cloud Delivery Model – IaaS, PaaS

 • Example – $0.10/hour small instance, $0.20/hour medium instance, $0.90/hour 
large instance

Reserved Virtual Machine Instance Allocation Metric

 • Description – up-front cost  for reserving a virtual server instance

 • Measurement – Σ, virtual server reservation start date to expiry date

 • Frequency – daily, monthly, yearly

 • Cloud Delivery Model – IaaS, PaaS

 • Example – $55.10/small instance, $99.90/medium instance, $249.90/large instance

Another common cost metric for virtual server usage measures performance capabili-
ties. Cloud providers of IaaS and PaaS environments tend to provision virtual servers 
with a range of performance attributes that are generally determined by CPU and RAM 
consumption and the amount of available dedicated allocated storage.
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Cloud Storage Device Usage

Cloud storage is generally    charged by the amount of space allocated within a predefi ned 
period, as measured by the on-demand storage allocation metric. Similar to IaaS-based cost 
metrics, on-demand storage allocation fees are usually based on short time increments 
(such as on an hourly basis). Another common cost metric for cloud storage is I/O data 
transferred, which measures the amount of transferred input and output data.

On-Demand Storage Space Allocation Metric

 • Description – duration  and size of on-demand storage space allocation in bytes

 • Measurement – Σ, date of storage release / reallocation to date of storage allocation 
(resets upon change in storage size)

 • Frequency – continuous

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – $0.01/GB per hour (typically expressed as GB/month)

I/O Data Transferred Metric

 • Description – amount  of transferred I/O data

 • Measurement – Σ, I/O data in bytes

 • Frequency – continuous

 • Cloud Delivery Model – IaaS, PaaS

 • Example – $0.10/TB

Note that some cloud providers do not charge for I/O usage for IaaS and PaaS imple-
mentations, and limit charges to storage space allocation only.

Cloud Service Usage

Cloud service usage   in SaaS environments is typically measured using the following 
three metrics:

Application Subscription Duration Metric

 • Description – duration  of cloud service usage subscription

 • Measurement – Σ, subscription start date to expiry date
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 • Frequency – daily, monthly, yearly

 • Cloud Delivery Model – SaaS

 • Example – $69.90 per month

Number of Nominated Users Metric

 • Description – number  of registered users with legitimate access 

 • Measurement – number of users

 • Frequency – monthly, yearly

 • Cloud Delivery Model – SaaS

 • Example – $0.90/additional user per month

Number of Transactions Users Metric

 • Description – number  of transactions served by the cloud service

 • Measurement – number of transactions (request-response message exchanges)

 • Frequency – continuous 

 • Cloud Delivery Model – PaaS, SaaS

 • Example – $0.05 per 1,000 transactions

15.3 Cost Management Considerations

Cost management is often  centered around the lifecycle phases  of cloud services, as 
follows:

 • Cloud Service Design and Development – During this stage, the vanilla pricing 
models and cost templates are typically defi ned by the organization delivering the 
cloud service.

 • Cloud Service Deployment – Prior to and during the deployment of a cloud service, 
the backend architecture for usage measurement and billing-related data collec-
tion is determined and implemented, including the positioning of pay-per-use 
monitor and billing management system mechanisms. 

 • Cloud Service Contracting – This phase consists of negotiations between the cloud 
consumer and cloud provider with the goal of reaching a mutual agreement on 
rates based on usage cost metrics. 
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 • Cloud Service Offering – This stage entails the concrete offering of a cloud service’s 
pricing models through cost templates, and any available customization options.

 • Cloud Service Provisioning – Cloud service usage and instance creation thresholds 
may be imposed by the cloud provider or set by the cloud consumer. Either way, 
these and other provisioning options can impact usage costs and other fees.

 • Cloud Service Operation – This is the phase during which active usage of the cloud 
service produces usage cost metric data.

 • Cloud Service Decommissioning – When a cloud service is temporarily or perma-
nently deactivated, statistical cost data may be archived.

Both cloud providers and cloud consumers can implement cost management systems 
that reference or build upon the aforementioned lifecycle phases. It is also possible for 
the cloud provider to carry out some cost management stages on behalf of the cloud 
consumer and to then provide the cloud consumer with regular reports.

Figure 15.1
Common cloud service lifecycle stages as they relate to cost management considerations.
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Pricing Models

The pricing models used   by cloud providers are defi ned using templates that specify 
unit costs for fi ne-grained resource usage according to usage cost metrics. Various fac-
tors can infl uence a pricing model, such as:

 • market competition and regulatory requirements

 • overhead incurred during the design, development, deployment, and operation of 
cloud services and other IT resources

 • opportunities to reduce expenses via IT resource sharing and data center 
optimization

Most major cloud providers offer cloud services at relatively stable, competitive prices 
even though their own expenses can be volatile. A price template or pricing plan con-
tains a set of standardized costs and metrics that specify how cloud service fees are 
measured and calculated. Price templates defi ne a pricing model’s structure by setting 
various units of measure, usage quotas, discounts, and other codifi ed fees. A pricing 
model can contain multiple price templates, whose formulation is determined by vari-
ables like:

 • Cost Metrics and Associated Prices – These are costs that are dependent on the type 
of IT resource allocation (such as on-demand versus reserved allocation).

 • Fixed and Variable Rates Defi nitions – Fixed rates are based on resource allocation 
and defi ne the usage quotas included in the fi xed price, while variable rates are 
aligned with actual resource usage.

 • Volume Discounts – More IT resources are consumed as the degree of IT resource 
scaling progressively increases, thereby possibly qualifying a cloud consumer for 
higher discounts.

 • Cost and Price Customization Options – This variable is associated with payment 
options and schedules. For example, cloud consumers may be able to choose 
monthly, semi-annual, or annual payment installments.

Price templates are important for cloud consumers that are appraising cloud providers 
and negotiating rates, since they can vary depending on the adopted cloud delivery 
model.
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For example:

 • IaaS – Pricing is  usually based on IT resource allocation and usage, which includes 
the amount of transferred network data, number of virtual servers, and allocated 
storage capacity.

 • PaaS – Similar to IaaS, this model  typically defi nes pricing for network data trans-
ferred, virtual servers, and storage. Prices are variable depending on factors such 
as software confi gurations, development tools, and licensing fees.

 • SaaS – Because this model is solely  concerned with application software usage, 
pricing is determined by the number of application modules in the subscrip-
tion, the number of nominated cloud service consumers, and the number of 
transactions.

It is possible for a cloud service that is provided by one cloud provider to be built upon 
IT resources provisioned from another cloud provider. Figures 15.2 and 15.3 explore two 
sample scenarios. 

Figure 15.2
An integrated pricing model, whereby the cloud consumer leases a SaaS product from Cloud Provider A, which is leasing an 
IaaS environment (including the virtual server used to host the cloud service) from Cloud Provider B. The cloud consumer 
pays Cloud Provider A. Cloud Provider A pays Cloud Provider B.
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Additional Considerations

 • Negotiation – Cloud provider pricing  is often open to negotiation, especially for 
customers willing to commit to higher volumes or longer terms. Price negotiations 
can sometimes be executed online via the cloud provider’s Web site by submitting 
estimated usage volumes along with proposed discounts. There are even tools 
available for cloud consumers to help generate accurate IT resource usage esti-
mates for this purpose.

 • Payment Options – After completing    each measurement period, the cloud pro-
vider’s billing management system calculates the amount owed by a cloud con-
sumer. There are two common payment options available to cloud consumers: 
pre-payment and post-payment. With pre-paid billing, cloud consumers are 
provided with IT resource usage credits that can be applied to future usage bills. 
With the post-payment method, cloud consumers are billed and invoiced for each 
IT resource consumption period, which is usually on a monthly basis.

Figure 15.3
Separate pricing models are used in this scenario, whereby the cloud consumer leases a virtual server from Cloud Provider 
B to host the cloud service from Cloud Provider A. Both leasing agreements may have been arranged for the cloud consumer 
by Cloud Provider A. As part of this arrangement, there may still be some fees billed directly by Cloud Provider B to Cloud 
Provider A.
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 • Cost Archiving – By tracking historical billing information both cloud providers 
and cloud consumers can  generate insightful reports that help identify usage and 
fi nancial trends.

CASE STUDY EXAMPLE

DTGOV structures their    pricing model around leasing packages for virtual servers 
and block-based cloud storage devices, with the assumption that resource allocation 
is performed either on-demand or based on already reserved IT resources. 

On-demand resource allocation is measured and charged back by the hour, while 
reserved resource allocation requires a one to three-year commitment from the cloud 
consumer, with fees billed monthly.

As IT resources can scale up and down automatically, any additional capacity used is 
charged on a pay-per-use basis whenever a reserved IT resource is scaled beyond its 
allocated capacity. Windows and Linux-based virtual servers are made available in 
the following basic performance profi les:

 • Small Virtual Server Instance – 1 virtual processor core, 4 GB of virtual RAM, and 
320 GB of storage space in the root fi le system.

 • Medium Virtual Server Instance – 2 virtual processor cores, 8 GB of virtual RAM, 
and 540 GB of storage space in the root fi le system.

 • Large Virtual Server Instance – 8 virtual processor cores, 16 GB of virtual RAM, 
and 1.2 TB of storage space in the root fi le system.

 • Memory Large Virtual Server Instance – 8 virtual processor cores, 64 GB of virtual 
RAM, and 1.2 TB of storage space in the root fi le system.

 • Processor Large Virtual Server Instance – 32 virtual processor cores, 16 GB of virtual 
RAM, and 1.2 TB of storage space in the root fi le system.

 • Ultra-Large Virtual Server Instance – 128 virtual processor cores, 512 GB of virtual 
RAM, and 1.2 TB of storage space in the root fi le system.
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Virtual servers are also available in “resilient” or “clustered” formats. With the for-
mer option the virtual servers are replicated in at least two different data centers. In 
the latter case, the virtual servers are run in a high-availability cluster that is imple-
mented by the virtualization platform.

The pricing model is further based on the capacity of the cloud storage devices as 
expressed by multiples of 1 GB, with a minimum of 40 GB. Storage device capacity 
can be fi xed and administratively adjusted by the cloud consumer to increase or 
decrease by increments of 40 GB, while the block storage has a maximum capacity of 
1.2 TB. I/O transfers to and from cloud storage devices are also subject to charges in 
addition to pay-per-use fees applied to outbound WAN traffi c. Inbound WAN and 
intra-cloud traffi c are free of charge.

A complimentary usage allowance permits cloud consumers to lease up to three 
small virtual server instances and a 60 GB block-based cloud storage device, 5 GB of 
I/O transfers monthly, as well as 5 GB of WAN outbound traffi c monthly, all in the 
fi rst 90 days. As DTGOV prepares their pricing model for public release, they realize 
that setting cloud service prices is more challenging than they expected because:

 • Their prices need to refl ect and respond to marketplace conditions while staying 
competitive with other cloud offerings and remaining profi table to DTGOV.

 • The client portfolio has not been established yet, as DTGOV is expecting new 
customers. Their non-cloud clients are expected to progressively migrate to the 
cloud, although the actual rate of migration is too diffi cult to predict. 

After performing further market research, DTGOV settles on the following price 
template for virtual server instance allocation:

Virtual Server On-Demand Instance Allocation

 • Metric: on-demand instance allocation

 • Measurement: pay-per-use charges calculated for total service consumption for 
each calendar month (hourly rate is used for the actual instance size when the 
instance has been scaled up)

 • Billing Period: monthly

The price template is outlined in Table 15.3.
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Instance Name Instance Size Operating System Hourly

Small 
Virtual Server 

Instance

1 virtual processor core

4 GB of virtual RAM

20 GB of storage

Linux Ubuntu $0.06

Linux Red Hat $0.08

Windows $0.09

Medium 
Virtual Server 

Instance

2 virtual processor cores

8 GB of virtual RAM

20 GB of storage

Linux Ubuntu $0.14

Linux Red Hat $0.17

Windows $0.19

Large 
Virtual Server 

Instance

8 virtual processor cores

16 GB of virtual RAM

20 GB of storage

Linux Ubuntu $0.32

Linux Red Hat $0.37

Windows $0.39

Memory Large 
Virtual Server 

Instance

8 virtual processor cores

64 GB of virtual RAM

20 GB of storage

Linux Ubuntu $0.89

Linux Red Hat $0.95

Windows $0.99

Processor Large 
Virtual Server 

Instance

32 virtual processor cores

16 GB of virtual RAM

20 GB of storage

Linux Ubuntu $0.89

Linux Red Hat $0.95

Windows $0.99

Ultra-Large
Virtual Server 

Instance

128 virtual processor cores

512 GB of virtual RAM

20 GB of storage

Linux Ubuntu $1.29

Linux Red Hat $1.69

Windows $1.89

Table 15.3
The price template for virtual server on-demand instance allocation.
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Surcharge for clustered IT resources: 120%

Surcharge for resilient IT resources: 150%

Virtual Server Reserved Instance Allocation

 • Metric: reserved instance allocation

 • Measurement: reserved instance allocation fee charged up-front with pay-per-
use fees calculated based on the total consumption during each calendar month 
(additional charges apply for periods when the instance is scaled up)

 • Billing Period: monthly

The price template is outlined in Table 15.4.

Instance 
Name

Instance 
Size

Operating 
System

1-Year Term Pricing 3-Year Term Pricing

Up-Front Hourly Up-Front Hourly

Small 
Virtual 
Server 

Instance

1 virtual 
processor 

core

4 GB of 
virtual 
RAM

20 GB of 
storage

Linux 
Ubuntu

$57.10 $0.032 $87.97 $0.026

Linux Red 
Hat

$76.14 $0.043 $117.30 $0.034

Windows $85.66 $0.048 $131.96 $0.038

Medium 
Virtual 
Server 

Instance

2 virtual 
processor 

cores

8 GB of 
virtual 
RAM

20 GB of 
storage

Linux 
Ubuntu

$133.24 $0.075 $205.27 $0.060

Linux Red 
Hat

$161.79 $0.091 $249.26 $0.073

Windows $180.83 $0.102 $278.58 $0.081

continues
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Instance 
Name

Instance 
Size

Operating 
System

1-Year Term Pricing 3-Year Term Pricing

Up-Front Hourly Up-Front Hourly

Large 
Virtual 
Server 

Instance

8 virtual 
processor 

cores

16 GB of 
virtual 
RAM

20 GB of 
storage

Linux 
Ubuntu

$304.55 $0.172 $469.19 $0.137

Linux Red 
Hat

$352.14 $0.199 $542.50 $0.158

Windows $371.17 $0.210 $571.82 $0.167

Memory 
Large 

Virtual 
Server 

Instance

8 virtual 
processor 

cores

64 GB of 
virtual 
RAM

20 GB of 
storage

Linux 
Ubuntu

$751.86 $0.425 $1158.30 $0.338

Linux Red 
Hat

$808.97 $0.457 $1246.28 $0.363

Windows $847.03 $0.479 $1304.92 $0.381

Processor 
Large 

Virtual 
Server 

Instance

32 virtual 
processor 

cores

16 GB of 
virtual 
RAM

20 GB of 
storage

Linux 
Ubuntu

$751.86 $0.425 $1158.30 $0.338

Linux Red 
Hat

$808.97 $0.457 $1246.28 $0.363

Windows $847.03 $0.479 $1304.92 $0.381

Ultra-
Large

Virtual 
Server 

Instance

128 
virtual 

processor 
cores

512 GB of 
virtual 
RAM

20 GB of 
storage

Linux 
Ubuntu

$1132.55 $0.640 $1744.79 $0.509

Linux Red 
Hat

$1322.90 $0.748 $2038.03 $0.594

Windows $1418.07 $0.802 $2184.65 $0.637

Table 15.4
The price template for virtual server reserved instance allocation.
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Surcharge for clustered IT resources: 100%

Surcharge for resilient IT resources: 120%

DTGOV further provides the following simplifi ed price templates for cloud storage 
device allocation and WAN bandwidth usage:

Cloud Storage Device

 • Metric: on-demand storage allocation, I/O data transferred

 • Measurement: pay-per-use charges calculated based on total consumption dur-
ing each calendar month (storage allocation calculated with per hour granularity 
and cumulative I/O transfer volume) 

 • Billing Period: monthly

Price Template: $0.10/GB per month of allocated storage, $0.001/GB for I/O transfers

WAN Traffic

 • Metric: outbound network usage

 • Measurement: pay-per-use charges calculated based on total consumption for 
each calendar month (WAN traffi c volume calculated cumulatively)

 • Billing Period: monthly

 • Price Template: $0.01/GB for outbound network data
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Service-level agreements (SLAs) are  a focal point of negotiations, contract terms, 
legal obligations, and runtime metrics and measurements. SLAs formalize the 

guarantees put forth by cloud providers, and correspondingly infl uence or determine 
the pricing models and payment terms. SLAs set cloud consumer expectations and 
are integral to how organizations build business automation around the utilization of 
cloud-based IT resources. 

The guarantees made by a cloud provider to a cloud consumer are often carried forward, 
in that the same guarantees are made by the cloud consumer organization to its clients, 
business partners, or whomever will be relying on the services and solutions hosted by 
the cloud provider. It is therefore crucial for SLAs and related service quality metrics to 
be understood and aligned in support of the cloud consumer’s business requirements, 
while also ensuring that the guarantees can, in fact, be realistically fulfi lled consistently 
and reliably by the cloud provider. The latter consideration is especially relevant for 
cloud providers that host shared IT resources for high volumes of cloud consumers, 
each of which will have been issued its own SLA guarantees. 

16.1 Service Quality Metrics

SLAs issued by cloud providers   are human-readable documents that describe quality-
of-service (QoS) features, guarantees, and limitations of one or more cloud-based IT 
resources. 

SLAs use service quality metrics to express measurable QoS characteristics.

For example:

 • Availability – up-time, outages, service duration

 • Reliability – minimum time between failures, guaranteed rate of successful 
responses

 • Performance – capacity, response time, and delivery time guarantees

 • Scalability – capacity fl uctuation and responsiveness guarantees

 • Resiliency – mean-time to switchover and recovery
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SLA management systems use these metrics to perform periodic measurements that 
verify compliance with SLA guarantees, in addition to collecting SLA-related data for 
various types of statistical analyses.

Each service quality metric is ideally defi ned using the following characteristics:

 • Quantifi able – The unit of measure is clearly set, absolute, and appropriate so that 
the metric can be based on quantitative measurements.

 • Repeatable – The methods of measuring the metric need to yield identical results 
when repeated under identical conditions.

 • Comparable – The units of measure used by a metric need to be standardized and 
comparable. For example, a service quality metric cannot measure smaller quanti-
ties of data in bits and larger quantities in bytes. 

 • Easily Obtainable – The metric needs to be based on a non-proprietary, com-
mon form of measurement that can be easily obtained and understood by cloud 
consumers.

The upcoming sections provide a series of common service quality metrics, each of 
which is documented with description, unit of measure, measurement frequency, and 
applicable cloud delivery model values, as well as a brief example.

Service Availability Metrics

Availability Rate Metric

The      overall availability of an IT resource is usually expressed as a percentage of up-
time. For example, an IT resource that is always available will have an up-time of 100%. 

 • Description – percentage of service up-time

 • Measurement – total up-time / total time

 • Frequency – weekly, monthly, yearly

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – minimum 99.5% up-time

Availability rates are calculated cumulatively, meaning that unavailability periods are 
combined in order to compute the total downtime (Table 16.1).
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Availability (%)
Downtime/Week 

(Seconds)
Downtime/Month 

(Seconds)
Downtime/Year 

(Seconds)

99.5 3024 216 158112

99.8 1210 5174 63072

99.9 606 2592 31536

99.95 302 1294 15768

99.99 60.6 259.2 3154

99.999 6.05 25.9 316.6

99.9999 0.605 2.59 31.5

Table 16.1
Sample availability rates measured in units of seconds.

Outage Duration Metric

This  service quality metric is used to defi ne both maximum and average continuous 
outage service-level targets.

 • Description – duration of a single outage

 • Measurement – date/time of outage end – date/time of outage start

 • Frequency – per event

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – 1 hour maximum, 15 minute average

NOTE

In addition to being quantitatively measured, availability can be described 
qualitatively using terms such as   high-availability (HA), which is used 
to label an IT resource with exceptionally low downtime usually due to 
underlying resource replication and/or clustering infrastructure. 
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Service Reliability Metrics

A characteristic closely     related to availability, reliability is the probability that an IT 
resource can perform its intended function under pre-defi ned conditions without expe-
riencing failure. Reliability focuses on how often the service performs as expected, 
which requires the service to remain in an operational and available state. Certain reli-
ability metrics only consider runtime errors and exception conditions as failures, which 
are commonly measured only when the IT resource is available. 

Mean-Time Between Failures (MTBF) Metric

 • Description –   expected time between consecutive service failures

 • Measurement – Σ normal operational period duration / number of failures

 • Frequency – monthly, yearly

 • Cloud Delivery Model – IaaS, PaaS

 • Example – 90 day average

Reliability Rate Metric

Overall reliability is  more complicated to measure and is usually defi ned by a reliability 
rate that represents the percentage of successful service outcomes. This metric mea-
sures the effects of non-fatal errors and failures that occur during up-time periods. For 
example, an IT resource’s reliability is 100% if it has performed as expected every time 
it is invoked, but only 80% if it fails to perform every fi fth time.

 • Description – percentage of successful service outcomes under pre-defi ned 
conditions

 • Measurement – total number of successful responses / total number of requests

 • Frequency – weekly, monthly, yearly

 • Cloud Delivery Model – SaaS

 • Example – minimum 99.5%

Service Performance Metrics

Service performance refers     to the ability on an IT resource to carry out its functions 
within expected parameters. This quality is measured using service capacity metrics, 
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each of which focuses on a related measurable characteristic of IT resource capacity. A 
set of common performance capacity metrics is provided in this section. Note that dif-
ferent metrics may apply, depending on the type of IT resource being measured. 

Network Capacity Metric

 • Description – measurable  characteristics of network capacity

 • Measurement – bandwidth / throughput in bits per second

 • Frequency – continuous

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – 10 MB per second

Storage Device Capacity Metric

 • Description – measurable  characteristics of storage device capacity

 • Measurement – storage size in GB

 • Frequency – continuous 

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – 80 GB of storage 

Server Capacity Metric

 • Description – measurable  characteristics of server capacity

 • Measurement – number of CPUs, CPU frequency in GHz, RAM size in GB, storage 
size in GB

 • Frequency – continuous 

 • Cloud Delivery Model – IaaS, PaaS

 • Example – 1 core at 1.7 GHz, 16 GB of RAM, 80 GB of storage

Web Application Capacity Metric

 • Description – measurable  characteristics of Web application capacity

 • Measurement – rate of requests per minute

 • Frequency – continuous 
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 • Cloud Delivery Model – SaaS

 • Example – maximum 100,000 requests per minute 

Instance Starting Time Metric

 • Description – length of  time required to initialize a new instance

 • Measurement – date/time of instance up – date/time of start request

 • Frequency – per event

 • Cloud Delivery Model – IaaS, PaaS

 • Example – 5 minute maximum, 3 minute average

Response Time Metric

 • Description – time  required to perform synchronous operation

 • Measurement –  (date/time of request – date/time of response) / total number of 
requests 

 • Frequency – daily, weekly, monthly

 • Cloud Delivery Model – SaaS

 • Example – 5 millisecond average

Completion Time Metric

 • Description – time  required to complete an asynchronous task

 • Measurement – (date of request – date of response) / total number of requests

 • Frequency – daily, weekly, monthly

 • Cloud Delivery Model – PaaS, SaaS

 • Example – 1 second average

Service Scalability Metrics

Service scalability metrics     are related to IT resource elasticity capacity, which is related 
to the maximum capacity that an IT resource can achieve, as well as measurements of 
its ability to adapt to workload fl uctuations. For example, a server can be scaled up to 
a maximum of 128 CPU cores and 512 GB of RAM, or scaled out to a maximum of 16 
load-balanced replicated instances.
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The following metrics help determine whether dynamic service demands will be met 
proactively or reactively, as well as the impacts of manual or automated IT resource 
allocation processes. 

Storage Scalability (Horizontal) Metric

 • Description – permissible  storage device capacity changes in response to increased 
workloads

 • Measurement – storage size in GB

 • Frequency – continuous

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – 1,000 GB maximum (automated scaling)

Server Scalability (Horizontal) Metric

 • Description – permissible server capacity changes in response to increased 
workloads

 • Measurement – number of virtual servers in resource pool

 • Frequency – continuous

 • Cloud Delivery Model – IaaS, PaaS

 • Example – 1 virtual server minimum, 10 virtual server maximum (automated 
scaling)

Server Scalability (Vertical) Metric

 • Description – permissible  server capacity fl uctuations in response to workload 
fl uctuations

 • Measurement – number of CPUs, RAM size in GB

 • Frequency – continuous 

 • Cloud Delivery Model – IaaS, PaaS

 • Example – 512 core maximum, 512 GB of RAM 
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Service Resiliency Metrics

The ability of an IT resource     to recover from operational disturbances is often mea-
sured using service resiliency metrics. When resiliency is described within or in rela-
tion to SLA resiliency guarantees, it is often based on redundant implementations and 
resource replication over different physical locations, as well as various disaster recov-
ery systems.

The type of cloud delivery model determines how resiliency is implemented and 
measured. For example, the physical locations of replicated virtual servers that are 
implementing resilient cloud services can be explicitly expressed in the SLAs for IaaS 
environments, while being implicitly expressed for the corresponding PaaS and SaaS 
environments.

Resiliency metrics can be applied in three different phases to address the challenges 
and events that can threaten the regular level of a service:

 • Design Phase – Metrics that measure how prepared systems and services are to 
cope with challenges.

 • Operational Phase – Metrics that measure the difference in service levels before, 
during, and after a downtime event or service outage, which are further qualifi ed 
by availability, reliability, performance, and scalability metrics.

 • Recovery Phase – Metrics that measure the rate at which an IT resource recovers 
from downtime, such as the meantime for a system to log an outage and switch-
over to a new virtual server.

Two common metrics related to measuring resiliency are as follows:

Mean-Time to Switchover (MTSO) Metric

 • Description – the time   expected to complete a switchover from a severe failure to a 
replicated instance in a different geographical area

 • Measurement – (date/time of switchover completion – date/time of failure) / total 
number of failures

 • Frequency – monthly, yearly

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – 10 minute average
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Mean-Time System Recovery (MTSR) Metric

 • Description – time expected   for a resilient system to perform a complete recovery 
from a severe failure 

 • Measurement – (date/time of recovery – date/time of failure) / total number of 
failures

 • Frequency – monthly, yearly

 • Cloud Delivery Model – IaaS, PaaS, SaaS

 • Example – 120 minute average

16.2 CASE STUDY EXAMPLE

After suffering a    cloud outage that made their Web portal unavailable for about an 
hour, Innovartus decides to thoroughly review the terms and conditions of their 
SLA. They begin by researching the cloud provider’s availability guarantees, which 
prove to be ambiguous because they do not clearly state which events in the cloud 
provider’s SLA management system are classifi ed as “downtime.” Innovartus also 
discovers that the SLA lacks reliability and resilience metrics, which had become 
essential to their cloud service operations. 

In preparation for a renegotiation of the SLA terms with the cloud provider, Innovar-
tus decides to compile a list of additional requirements and guarantee stipulations:

 • The availability rate needs to be described in greater detail to enable more effec-
tive management of service availability conditions.

 • Technical data that supports service operations models needs to be included in 
order to ensure that the operation of select critical services remains fault-tolerant 
and resilient.

 • Additional metrics that assist in service quality assessment need to be included.

 • Any events that are to be excluded from what is measured with availability met-
rics need to be clearly defi ned.
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After several conversations with the cloud provider sales represenatative, Innovartus 
is offered a revised SLA with the following additions:

 • The method by which the availability of cloud services are to be measured, in 
addition to any supporting IT resources on which ATN core processes depend.

 • Inclusion of a set of reliability and performance metrics approved by Innovartus.

Six months later, Innovartus performs another SLA metrics assessment and com-
pares the newly generated values with ones that were generated prior to the SLA 
improvements (Table 16.2).

SLA Metrics
Statistics of 

Previous SLA
Statistics of 
Revised SLA

Average Availability 98.10% 99.98%

High-Availability Model Cold-Standby Hot-Standby

Average Service Quality *based on 
customer satisfaction surveys.

52% 70%

Table 16.2
The evolution of Innovartus’ SLA evaluation, as monitored by their cloud resource administrators.

16.3 SLA Guidelines

This section provides   a number of best practices and recommendations for working 
with SLAs, the majority of which are applicable to cloud consumers:

 • Mapping Business Cases to SLAs – It can be helpful to identify the necessary QoS 
requirements for  a given automation solution and to then concretely link them 
to the guarantees expressed in the SLAs for IT resources responsible for carry-
ing out the automation. This can avoid situations where SLAs are inadvertently 
misaligned or perhaps unreasonably deviate in their guarantees, subsequent to IT 
resource usage.
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 • Working with Cloud and On-Premise SLAs – Due to the vast infrastructure available 
to support IT resources in public clouds, the QoS guarantees issued in SLAs for 
cloud-based IT resources are generally superior to those provided for on- premise 
IT resources. This variance needs to be understood, especially when building 
hybrid distributed solutions that utilize both on on-premise and cloud-based ser-
vices or when incorporating cross-environment technology architectures, such as 
cloud bursting.

 • Understanding the Scope of an SLA – Cloud environments are comprised of many 
supporting architectural and infrastructure layers upon which IT resources reside 
and are integrated. It is important to acknowledge the extent to which a given IT 
resource guarantee applies. For example, an SLA may be limited to the IT resource 
implementation but not its underlying hosting environment.

 • Understanding the Scope of SLA Monitoring – SLAs need to specify where monitor-
ing is performed and where measurements are calculated, primarily in relation 
to the cloud’s fi rewall. For example, monitoring within the cloud fi rewall is not 
always advantageous or relevant to the cloud consumer’s required QoS guaran-
tees. Even the most effi cient fi rewalls have a measurable degree of infl uence on 
performance and can further present a point of failure. 

 • Documenting Guarantees at Appropriate Granularity – SLA templates used by cloud 
providers sometimes defi ne guarantees in broad terms. If a cloud consumer has 
specifi c requirements, the corresponding level of detail should be used to describe 
the guarantees. For example, if data replication needs to take place across particu-
lar geographic locations, then these need to be specifi ed directly within the SLA. 

 • Defi ning Penalties for Non-Compliance – If a cloud provider is unable to follow 
through on the QoS guarantees promised within the SLAs, recourse can be 
formally documented in terms of compensation, penalties, reimbursements, or 
otherwise.  

 • Incorporating Non-Measurable Requirements – Some guarantees cannot be easily 
measured using service quality metrics, but are relevant to QoS nonetheless, and 
should therefore still be documented within the SLA. For example, a cloud con-
sumer may have specifi c security and privacy requirements for data hosted by the 
cloud provider that can be addressed by assurances in the SLA for the cloud stor-
age device being leased.
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 • Disclosure of Compliance Verifi cation and Management – Cloud providers are often 
responsible for monitoring IT resources to ensure compliance with their own 
SLAs. In this case, the SLAs themselves should state what tools and practices are 
being used to carry out the compliance checking process, in addition to any legal-
related auditing that may be occurring.

 • Inclusion of Specifi c Metric Formulas – Some cloud providers do not mention com-
mon SLA metrics or the metrics-related calculations in their SLAs, instead focus-
ing on service-level descriptions that highlight the use of best practices and 
customer support. Metrics being used to measure SLAs should be part of the SLA 
document, including the formulas and calculations that the metrics are based 
upon.

 • Considering Independent SLA Monitoring – Although cloud providers will often have 
sophisticated SLA management systems and SLA monitors, it may be in the best 
interest of a cloud consumer to hire a third-party organization to perform inde-
pendent monitoring as well, especially if there are suspicions that SLA guarantees 
are not always being met by the cloud provider (despite the results shown on 
periodically issued monitoring reports).

 • Archiving SLA Data – The SLA-related statistics collected by SLA monitors are 
commonly stored and archived by the cloud provider for future reporting pur-
poses. If a cloud provider intends to keep SLA data specifi c to a cloud consumer 
even after the cloud consumer no longer continues its business relationship with 
the cloud provider, then this should be disclosed. The cloud consumer may have 
data privacy requirements that disallow the unauthorized storage of this type of 
information. Similarly, during and after a cloud consumer’s engagement with a 
cloud provider, it may want to keep a copy of historical SLA-related data as well. It 
may be especially useful for comparing cloud providers in the future.

 • Disclosing Cross-Cloud Dependencies – Cloud providers may be leasing IT resources 
from other cloud  providers, which results in a loss of control over the guarantees 
they are able to make to cloud consumers. Although a cloud provider will rely on 
the SLA assurances made to it by other cloud providers, the cloud consumer may 
want disclosure of the fact that the IT resources it is leasing may have dependen-
cies beyond the environment of the cloud provider organization that it is leasing 
them from.
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16.4 CASE STUDY EXAMPLE

DTGOV begins   its SLA template authoring process by working with a legal advi-
sory team that has been adamant about an approach whereby cloud consumers 
are presented with an online Web page outlining the SLA guarantees, along with a 
“click-once-to-accept” button. The default agreement contains extensive limitations 
to DTGOV’s liability in relation to possible SLA non-compliance, as follows:

 • The SLA defi nes guarantees only for service availability.

 • Service availability is defi ned for all of the cloud services simultaneously.

 • Service availability metrics are loosely defi ned to establish a level of fl exibility 
regarding unexpected outages.

 • The terms and conditions are linked to the Cloud Services Customer Agreement, 
which is accepted implicitly by all of the cloud consumers that use the self- 
service portal.

 • Extended periods of unavailability are to be recompensed by monetary “service 
credits,” which are to be discounted on future invoices and have no actual mon-
etary value.

Provided here are key excerpts from DTGOV’s SLA template:

Scope and Applicability 

This Service Level Agreement (“SLA”) establishes the service quality parameters that 
are to be applied to the use of DTGOV’s cloud services (“DTGOV cloud”), and is part 
of the DTGOV Cloud Services Customer Agreement (“DTGOV Cloud Agreement”). 

The terms and conditions specifi ed in this agreement apply solely to virtual server 
and cloud storage device services, herein called “Covered Services.” This SLA applies 
separately to each cloud consumer (“Consumer”) that is using the DTGOV Cloud. 
DTGOV reserves the right to change the terms of this SLA in accordance with the 
DTGOV Cloud Agreement at any time.

Service Quality Guarantees

The Covered Services will be operational and available to Consumers at least 99.95% 
of the time in any calendar month. If DTGOV does not meet this SLA requirement 
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while the Consumer succeeds in meeting its SLA obligations, the Consumer will be 
eligible to receive Financial Credits as compensation. This SLA states the Consumer’s 
exclusive right to compensation for any failure on DTGOV’s part to fulfi ll the SLA 
requirements.

Definitions

The following defi nitions are to be applied to DTGOV’s SLA:

 • “Unavailability” is defi ned as the entirety of the Consumer’s running instances 
as having no external connectivity for a duration that is at least fi ve consecutive 
minutes in length, during which the Consumer is unable to launch commands 
against the remote administration system through either the Web application or 
Web service API.

 • “Downtime Period” is defi ned as a period of fi ve or more consecutive minutes 
of the service remaining in a state of Unavailability. Periods of “Intermittent 
Downtime” that are less than fi ve minutes long do not count towards Downtime 
Periods.

 • “Monthly Up-time Percentage” (MUP) is calculated as: (total number of minutes 
in a month – total number of downtime period minutes in a month) / (total num-
ber of minutes in a month)

 • “Financial Credit” is defi ned as the percentage of the monthly invoice total that is 
credited towards future monthly invoices of the Consumer, which is calculated 
as follows:

  99.00% < MUP %  < 99.95% – 10% of the monthly invoice is credited in favor of 
the Consumer’s invoice

  89.00% < MUP % < 99.00% – 30% of the monthly invoice is credited in favor of 
the Consumer’s invoice

  MUP % < 89.00% – 100% of the monthly invoice is credited in favor of the 
 Consumer’s invoice

Usage of Financial Credits

The MUP for each billing period is to be displayed on each monthly invoice. The 
Consumer is to submit a request for Financial Credit in order to be eligible to redeem 
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Financial Credits. For that purpose, the Consumer is to notify DTGOV within thirty 
days from the time the Consumer receives the invoice that states the MUP beneath 
the defi ned SLA. Notifi cation is to be sent to DTGOV via e-mail. Failure to comply 
with this requirement forfeits the Consumer’s right to the redemption of Financial 
Credits.

SLA Exclusions

The SLA does not apply to any of the following: 

 • Unavailability periods caused by factors that cannot be reasonably foreseen or 
prevented by DTGOV.

 • Unavailability periods resulting from the malfunctioning of the Consumer’s 
software and/or hardware, third party software and/or hardware, or both.

 • Unavailability periods resulting from abuse or detrimental behavior and actions 
that are in violation of the DTGOV Cloud Agreement.

 • Consumers with overdue invoices or are otherwise not considered in good 
standing with DTGOV.
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Appendix A

Case Study  Conclusions

A.1 ATN

A.2 DTGOV

A.3 Innovartus



This appendix briefl y concludes the storylines of the three case studies that were 
fi rst introduced in Chapter 2.

A.1 ATN

The cloud initiative necessitated migrating selected applications and IT services to the 
cloud, allowing for the consolidation and retirement of solutions in a crowded applica-
tion portfolio. Not all of the applications could be migrated, and selecting appropriate 
applications was a major issue. Some of the chosen applications required signifi cant 
re-development effort to adapt to the new cloud environment.

Costs were effectively reduced for most of the applications that were moved to the 
cloud. This was discovered after six months of expenditures were compared with the 
costs of the traditional applications over a three year period. Both capital and opera-
tional expenses were used in the ROI evaluation.

ATN’s level of service has improved in business areas that use cloud-based applications. 
In the past, most of these applications showed a noticeable performance deterioration 
during peak usage periods. The cloud-based applications can now scale out whenever 
a peak workload arises.

ATN is currently evaluating other applications for potential cloud migration.

A.2 DTGOV

Although DTGOV has been outsourcing IT resources for public sector organizations 
for more than 30 years, establishing the cloud and its associated IT infrastructure was 
a major undertaking that took over two years. DTGOV now offers IaaS services to the 
government sector and is building a new cloud service portfolio that targets private 
sector organizations. 

Diversifi cation of its client and service portfolios is the next logical step for DTGOV, 
after all of the changes they made to their technology architecture to produce a mature 
cloud. Before proceeding with this next phase, DTGOV produces a report to document 
aspects of its completed transition to cloud adoption. A summary of the report is docu-
mented in Table A.1.
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Pre-Cloud Status Required Change Business Benefit Challenges

The data center and 
related IT resources 
were not completely 
standardized.

The standardiza-
tion of IT resources, 
including servers, 
storage systems, 
network devices, 
virtualization plat-
form, and manage-
ment systems.

Required invest-
ment costs are 
reduced by making 
bulk IT infrastruc-
ture acquisitions.

Operational costs 
are reduced by 
optimizing the IT 
infrastructure.

Establishing new 
practices for IT pro-
curement, technology 
lifecycle manage-
ment, and data center 
management.

IT resources were 
deployed reactively 
due to long-term 
client commitment.

Deployment of IT 
resources sup-
ported by infra-
structure with 
large-scale comput-
ing capacity.

Investments are 
reduced by making 
bulk IT infrastruc-
ture acquisitions 
and scaling IT 
resources to client 
demands.

Capacity planning and 
related ROI calcula-
tions are challenging 
tasks that require on-
going training.

IT resources 
were provisioned 
through long-
term commitment 
contracts.

Flexible alloca-
tion, reallocation, 
release, and control 
of available IT 
resources by com-
prehensively apply-
ing virtualization.

Cloud service pro-
visioning is agile 
and on-demand for 
clients, and carried 
out via fl exible 
(software-based) 
allocation and 
management of IT 
resources.

Establishing the vir-
tualization platform 
related to IT resource 
provisioning.

Monitoring capa-
bilities were basic.

Detailed monitor-
ing of cloud service 
usage and QoS.

Service provision-
ing is on-demand 
and pay-per-use for 
clients.

Service charges 
are proportional to 
actual IT resource 
consumption.

Service quality 
management uses 
business- relevant 
SLAs.

Establishing SLA 
monitors, billing 
monitors, and man-
agement mechanisms, 
which were all new to 
DTGOV’s architecture.

continues
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Pre-Cloud Status Required Change Business Benefit Challenges

The resiliency of 
the overall IT archi-
tecture was basic.

Enhanced resil-
iency of IT archi-
tecture, with fully 
interconnected data 
centers and coop-
erative IT resource 
allocation and 
management.

Computational 
resiliency is 
improved for 
clients.

Governance and 
management efforts to 
regulate and adminis-
ter large-scale resil-
iency are signifi cant.

Outsourcing con-
tracts and related 
provisions were 
followed on a 
“per-contract” and 
“per-client” basis.

New pricing and 
SLA contracts 
for cloud service 
provisioning.

Rapid (agile), 
on-demand, and 
scalable services 
(computational 
capacity) for clients.

Negotiating contracts 
with existing clients in 
the new cloud-based 
contracting model.

Table A.1
The results of an analysis of DTGOV’s cloud initiative.

A.3 Innovartus

The business objective of increasing company growth required the original cloud to 
undergo major modifi cations, since they needed to move from their regional cloud pro-
vider to a large-scale global cloud provider. Portability issues were discovered only 
after the move, and a new cloud provider procurement process had to be created when 
the regional cloud provider was unable to meets all of their needs. Data recovery, appli-
cation migration, and interoperability issues were also addressed.

Highly available computing IT resources and the pay-per-use feature were key in devel-
oping Innovartus’ business feasibility, since access to funding and investment resources 
were not initially available.
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Innovartus has defi ned several business goals they plan to achieve over the next couple 
of years:

 • Additional applications will be migrated to different clouds, using multiple cloud 
providers in order to improve resiliency and reduce dependency on individual 
cloud provider vendors.

 • A new mobile-only business area is to be created, since mobile access to their 
cloud services has experienced 20% growth.

 • The application platform developed by Innovartus is being evaluated as a value-
added PaaS to be offered to companies that require enhanced and innovative 
UI-centric features for both Web-based and mobile application development.
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Appendix B

Industry Standards Organizations
B.1 National Institute of Standards and Technology (NIST)
B.2 Cloud Security Alliance (CSA)
B.3 Distributed Management Task Force (DMTF)
B.4 Storage Networking Industry Association (SNIA)
B.5  Organization for the Advancement of Structured Information 

Standards (OASIS)
B.6 The Open Group
B.7 Open Cloud Consortium (OCC)
B.8 European Telecommunications Standards Institute (ETSI)
B.9 Telecommunications Industry Association (TIA) 
B.10 Liberty Alliance 
B.11 Open Grid Forum (OGF)



This appendix provides an overview of industry standards development orga-
nizations and their contributions to the standardization of the cloud computing 

industry. 

B.1 National Institute of Standards and Technology (NIST)

NIST is a    federal agency within the US Department of Commerce that promotes stan-
dards and technology in order to improve the general public’s security and quality of 
life. One of NIST’s projects is to lead federal government efforts on standards for data 
portability, cloud interoperability, and cloud security.

This agency has developed several standards and recommendations related to cloud 
computing that include:

 • NIST Defi nition of Cloud Computing (Special Publication 800-145): Provides broad 
cloud computing defi nitions in terms of characteristics and models. The aim is to 
develop industry standards with minimal restrictions to avoid specifi cations that 
inhibit innovation.

 • NIST Guidelines on Security and Privacy in Public Cloud Computing (Special 
Publication 800-144): Provides an overview of the security and privacy challenges 
pertinent to public cloud computing and points out considerations organizations 
should take when outsourcing data, applications, and infrastructure to a public 
cloud environment.

 • NIST Cloud Computing Standards Roadmap (Special Publication 500-291): Sur-
veys the existing standards landscape for security, portability, and interoperability 
standards, models, and use cases that are relevant to cloud computing, as well as 
identifying current standards, gaps, and priorities.

 • NIST Cloud Computing Reference Architecture (Special Publication 500-292): 
Describes a cloud computing reference architecture, designed as an extension to 
the NIST Cloud Computing Defi nition, that depicts a generic high-level concep-
tual model for discussing the requirements, structures, and operations of cloud 
computing.

Offi cial Web site:  www.nist.gov

../../../../../www.nist.gov/default.htm


B.3 Distributed Management Task Force (DMTF) 429

B.2 Cloud Security Alliance (CSA)

The CSA is    a member-driven organization that was formed in December 2008 and char-
tered with promoting the use of best practices to enable security assurance in the fi eld 
of cloud computing. CSA corporate membership is comprised of many of the industry’s 
large-scale vendors and suppliers.

This alliance considers itself to be a standards incubator rather than a standards devel-
oping organization, having published the following cloud security-related best practice 
guides and checklists:

 • Security Guidance for Critical Areas of Focus in Cloud Computing (Version 3): 
This document describes security concerns and foundational best practices that 
are organized into 14 domains (Cloud Architecture, Governance and Enterprise 
Risk, Legal: Contracts and Electronic Discovery, Compliance and Audit, Informa-
tion Lifecycle Management and Data Security, Portability and Interoperability, 
Traditional Security, Business Continuity and Disaster Recovery, Data Center 
Operations, Incident Response, Application Security, Encryption and Key Manage-
ment, Identity and Access Management, Virtualization, and Security-as-a-Service).

 • Cloud Controls Matrix (CCM) (Version 2.1): Provides a security controls list 
and framework that enables detailed understanding of security concepts and 
principles.

Offi cial Web site:  www.cloudsecurityalliance.org

B.3    Distributed Management Task Force (DMTF)

The DMTF focuses on developing standards to enable interoperable IT management 
and promote worldwide multi-vendor interoperability. DMTF’s board of members 
are representatives from companies such as Advanced Micro Devices (AMD), Broad-
com Corporation, CA, Inc., Cisco, Citrix Systems, Inc., EMC, Fujitsu, HP, Huawei, IBM, 
Intel Corporation, Microsoft Corporation, NetApp, Oracle, RedHat, SunGard, and 
VMware, Inc.

The cloud computing standards that were developed by the DMTF include the Open 
Virtualization Format (OVF) (DMTF Standard Version 1.1), an industry standard that 
aims at enabling interoperability between virtualized environments.

Offi cial Web site:  www.dmtf.org

../../../../../www.cloudsecurityalliance.org/default.htm
../../../../../www.dmtf.org/default.htm
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B.4    Storage Networking Industry Association (SNIA)

The main objective of the SNIA is to develop and promote standards, technologies, and 
educational services for the management of information. The SNIA developed a Stor-
age Management Initiative Specifi cation (SMI-S) that was adopted by the ISO (Interna-
tional Standards Organization). The SNIA further established an intermediary council 
known as the Cloud Storage Initiative (CSI) that promotes the adoption of the Storage-
as-a-Service cloud delivery model to provide elastic, on-demand storage on a pay-as-
you-go basis.

The SNIA standards portfolio includes the Cloud Data Management Interface (CDMI), 
an industry standard that defi nes a functional interface that allows for interoperable 
data transfer and management in cloud storage, as well as discovery of various cloud 
storage capabilities. Cloud consumers that use CDMI can exploit the capabilities of stan-
dardized cloud storage devices that are offered by different cloud providers.

Offi cial Web site:  www.snia.org

B.5    Organization for the Advancement of Structured Information 
Standards (OASIS)

OASIS is a consortium of vendors and users that is devoted to developing guidelines 
for IT product interoperability, so that the global information society can establish and 
adopt open standards. This organization produces standards in fi elds such as security, 
cloud computing, service-oriented architecture, Web services, and smart grids, and has 
put forth numerous service technology recommendations that include UDDI, WS-BPEL, 
SAML, WS-SecurityPolicy, WS-Trust, SCA, and ODF.

Offi cial Web site:  www.oasis-open.org

B.6 The Open Group

  The Open Group is a consortium that works together with other standards bodies such 
as the Cloud Security Alliance and the Cloud Computing Interoperability Forum. Its 
mission is to enable access to integrated information both within and between enter-
prises, based on open standards and global interoperability.

The Open Group has a dedicated Cloud Working Group that was created to educate 
cloud providers and cloud consumers on the ways in which cloud technologies can be 
used to fully achieve benefi ts such as cost reduction, scalability, and agility. 

Offi cial Web site:  www.opengroup.org

../../../../../www.snia.org/default.htm
../../../../../www.oasis-open.org/default.htm
../../../../../www.opengroup.org/default.htm
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B.7    Open Cloud Consortium (OCC)

The OCC is a not-for-profi t organization that manages and operates cloud infrastruc-
ture in support of scientifi c, environmental, medical, and healthcare research. This 
organization assists in the development of cloud computing industry standards, with a 
heightened focus on data-intensive cloud-based environments.

Contributions from the OCC include the development of reference implementations, 
benchmarks, and standards that include the MalGen Benchmark, a tool for testing 
and benchmarking data-intensive cloud implementations. The OCC also established a 
number of cloud test beds, such as the OCC Virtual Network Testbed and Open Cloud 
Testbed.

The OCC’s membership includes organizations and universities such as Cisco, Yahoo, 
Citrix, NASA, Aerospace Corporation, John Hopkins University, and the University of 
Chicago.

Offi cial Web site:  www.opencloudconsortium.org

B.8    European Telecommunications Standards Institute (ETSI)

The ETSI is recognized as an offi cial industry standards body by the European Union 
that develops globally applicable standards for information and communications tech-
nologies. The main focus of this organization is to support interoperability via stan-
dardization in multi-vendor, multi-network, and multi-service environments.

The ETSI is comprised of a number of technical committees, such as a body called the 
TC CLOUD that focuses on building standardized solutions for using, integrating, and 
deploying cloud computing technology. This committee is particularly focused on the 
telecommunications industry’s interoperable solutions, and emphasizes the IaaS deliv-
ery model.

Offi cial Web site:  www.etsi.org

B.9    Telecommunications Industry Association (TIA) 

A trade association founded in 1988 that represents the global information and commu-
nications technology (ICT) industry, the TIA is responsible for standards development, 
policy initiatives, business opportunities, market intelligence, and networking events.

../../../../../www.opencloudconsortium.org/default.htm
../../../../../www.etsi.org/default.htm
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The TIA develops standards for telecommunications and data center technologies, such 
as the Telecommunications Infrastructure Standard for Data Centers (TIA-942 Standard, 
published in 2005, latest amendment in 2010). This standard outlines the minimum 
requirements for infrastructure redundancy on four different tiers, as well as those for 
data center and computer room telecommunications infrastructures. The latter includes 
single-tenant enterprise data centers and multitenant Internet-hosting data centers.

Offi cial Web site:  www.tiaonline.org

B.10 Liberty Alliance 

The   Liberty Alliance develops open standards for protecting the privacy and security of 
identity information. This body published the Liberty Identity Assurance Framework 
(LIAF) to facilitate trusted identity federation and promote uniformity and interoper-
ability among identity service providers, including cloud providers. The main building 
blocks of the LIAF are assurance level criteria, service assessment criteria, and accredi-
tation and certifi cation rules.

Offi cial Web site:  www.projectliberty.org

B.11    Open Grid Forum (OGF)

The OGF launched the Open Cloud Computing Interface (OCCI) working group to 
deliver an API specifi cation for the remote management of cloud infrastructure. The 
OCCI specifi cation assists in the development of interoperable tools for common tasks 
that include deployment, automated scaling, and monitoring. The specifi cation consists 
of core models, infrastructure models, XHTML5 rendering, and HTTP header rendering.

Offi cial Web site:  www.ogf.org 

../../../../../www.tiaonline.org/default.htm
../../../../../www.projectliberty.org/default.htm
../../../../../www.ogf.org/default.htm
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Mapping Mechanisms to 
 Characteristics



The following table summarizes the direct relationships between the cloud char-
acteristics   introduced in Chapter 4 and cloud computing mechanisms covered in 

Chapters 7, 8, and 9. 

Cloud Characteristics Cloud Mechanisms

On-Demand Usage 

Hypervisor

Virtual Server

Ready-Made Environment

Resource Replication

Remote Administration Environment

Resource Management System

SLA Management System

Billing Management System

Ubiquitous Access 
Logical Network Perimeter

Multi-Device Broker

Multitenancy/Resource Pooling   

Logical Network Perimeter

Hypervisor

Resource Replication

Resource Cluster

Resource Management System
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Cloud Characteristics Cloud Mechanisms

Elasticity  

Hypervisor

Cloud Usage Monitor

Automated Scaling Listener

Resource Replication

Load Balancer

Resource Management System

Measured Usage 

Hypervisor

Cloud Usage Monitor

SLA Monitor

Pay-Per-Use Monitor

Audit Monitor

SLA Management System

Billing Management System

Resiliency 

Hypervisor

Resource Replication

Failover System

Resource Cluster

Resource Management System

Table C.1
Cloud characteristics are mapped to cloud computing mechanisms. Essentially, the use of the listed cloud computing 
mechanisms supports the realization of the corresponding cloud characteristics.
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Appendix D

Data Center Facilities (TIA-942)

D.1 Primary Rooms

D.2 Environmental Controls

D.3 Infrastructure Redundancy Summary



This appendix acts as a continuation of the Data Center Technology section from 
Chapter 5 by describing common parts of data center facilities, in reference to the 

Telecommunications Industry Association’s  TIA-942 Telecommunications Infrastruc-
ture Standard for Data Centers. It can be helpful to have an understanding of these 
details to better appreciate the complexity of data center infrastructure.

D.1 Primary Rooms 

Electrical Room

Reserved for   electrical equipment and installations, such as power distribution and 
bypasses, this space is divided into individual rooms dedicated to housing power gener-
ators for temporary emergency use, UPS, battery banks, and other electrical subsystems.

Mechanical Room

This space  houses mechanical equipment, such as air conditioning and cooling engines.

Storage and Staging

This space is  dedicated to safely storing both new and used consumables, such as 
removable media used for backups.

Offices, Operations Center, and Support

A building space   that is usually isolated from the computer room for the placement of 
personnel involved in data center operations.

Telecommunications Entrance

Typically located  outside of the computer room, this space functions as a demarcated 
area that houses telecommunications equipment and the ends of the external cabling 
that enter the data center boundaries.
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Computer Room

A highly critical  zone with strict environmental control and access that is limited to 
authorized personnel, this room usually has raised fl oors and safety vaults that are 
designed to protect the data center equipment from physical hazards. The computer 
room is subdivided into the following specialized areas:

 •   Main Distribution Area (MDA) – Encloses backbone-level telecom and network 
equipment, such as core switches, fi rewalls, PBX, and multiplexers.

 •   Horizontal Distribution Area (HDM) – Encloses network, storage, and keyboard, 
video, and mouse (KVM) switches.

 •   Equipment Distribution Area (EDM) – This is where computing and storage equip-
ment is installed on standardized rack cabinets. Cabling subsystems, usually 
divided into backbone cabling (main interconnects) and horizontal cabling 
(individual equipment connects), interconnect all of the data center equipment, as 
illustrated in Figure D.1.

Figure D.1
A data center’s internetworking regions, divided into backbone and horizontal cablings (adapted from TIA-942).
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D.2 Environmental Controls

Environmental control subsystems   include fi re suppression, humidifi cation/dehumidi-
fi cation, and heating, ventilation, and air conditioning (HVAC). Figure D.2 depicts three 
rack cabinets that are placed so as to enable cold/hot air circulation that optimally uti-
lizes the HVAC subsystems. Controlling this airfl ow is crucial in order to handle the 
signifi cant amounts of heat generated by the server racks.

Figure D.2
A depiction of the flow of cold and hot air that accommodates server racks in a typical data center design. The 
hot air generally leaves the room through ceiling air ducts (adapted from TIA-942).

The power supply system   is a complex electrical engineering installation encompassing 
several subsystems that include:

External Electrical Power Provider Interconnection

Utility power infrastructure  interconnects with external power utility providers, and is 
usually supplied by high-voltage power lines in larger data centers. Voltage conversion 
requires the use of on-site utility power stations, while redundant interconnections are 
required for electrical grid confi gurations.
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Power Distribution

An electrical subsystem  that traditionally uses low-voltage alternating current (AC) 
for its operations, the power distribution system comprises power distribution units 
that provide electrical power to all data center equipment. The power supplies that are 
embedded in the computer equipment can require an AC/DC conversion, since some 
electronic circuits in IT equipment run on DC power. The common ineffi ciencies of both 
voltage and AC/DC conversions are notorious for causing power outages.

Uninterruptible Power Source (UPS)

Many IT resources, most   notably physical servers, undergo data loss and other types of 
malfunctioning if they are unexpectedly shut off. This subsystem is comprised of equip-
ment dedicated to powering the data center during temporary primary power source 
failures. Multiple UPS devices can operate alongside other power sources to quickly 
fulfi ll the data center’s power requirements. The UPS subsystems are also responsible 
for removing voltage fl ow fl uctuations in order to normalize the incoming current and 
prevent undue strain on the IT infrastructure. UPS equipment usually relies on DC bat-
tery banks, which provide only a few hours’ worth of backup power.

Power Engine-Generator

Gas generators are   standard combustion engines that are used by larger data centers 
to sustain operations during natural disasters and power-grid failures. Energy effi -
ciency is commonly measured by the power usage effectiveness (PUE) metric, which is 
expressed as the ratio of the total facility power entering a data center to the power used 
by its IT equipment, as follows: 

PUE =  total data center power
 power used by IT equipment

The PUE is determined by the power required by the IT equipment’s supporting sub-
systems and should ideally be a ratio of 1.0. An average data center would have a PUE 
over 2.0, while the PUE of a more complex and effi cient data center would be closer 
to 1.2.
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D.3 Infrastructure Redundancy Summary

The TIA-942 classifi cation specifi es   the minimum requirements for infrastructure 
redundancy in four tiers, an approach that is useful for comparing and evaluating data 
center facilities (briefl y described in Table D.1).

Tier Characteristics

1 Basic Data Center

• single path for power and cooling distribution systems

• non-redundant components (power, cooling equipment)

• optional raised fl ooring, UPS, and/or generator

• subject to disruption of IT hardware operations

• average availability (uptime): 99.671%

2  Redundant Components Data Center

• single path for power and cooling distribution systems

• redundant components (multiple power and cooling backups)

• mandatory raised fl ooring, UPS, and/or generator

• power path failure may result in disruption of IT hardware operations

• average availability (uptime): 99.741%

3  Concurrently Maintainable Data Center

• multiple paths for power and cooling distribution systems

•  maintenance activities can be carried out without disruption of IT hardware 
operations

• average availability (uptime): 99.982%

4  Fault-Tolerant Data Center

• fault-tolerant components

• planned activity does not affect the critical load

•  one unplanned worst-case failure during maintenance can be sustained 
 without disruption of IT hardware operations

• average availability (uptime): 99.995%

Table D.1
The four tiers of data center component redundancy, with availability averages.
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Cloud-Adapted Risk Management 
Framework
E.1 Security Conservation Principle

E.2 The Risk Management Framework



Risk management was introduced in Chapter 6 as a cyclically executed process com-
prising a set of coordinated activities for overseeing and controlling risks. This set 

of activities is composed of risk assessment, risk treatment, and risk control tasks that 
collectively target the enhancement of strategic and tactical security. 

How confi dent cloud consumers feel about whether the amount of risk related to using 
cloud services is acceptable depends on how much trust they place on those involved 
in the surrounding cloud ecosystem’s orchestration. The risk management process 
ensures that issues are identifi ed and mitigated early on in the investment cycle and 
followed by periodic reviews. Since cloud consumers, cloud carriers, and other types of 
actors (such as cloud brokers), in a cloud ecosystem all have differing degrees of control 
over cloud-based IT resources, they need to share the responsibility of implementing 
the security requirements.

The Special Publication (SP) 500-299: NIST Cloud Computing Security Reference Archi-
tecture specifi cation discusses several key aspects of managing risks associated with a 
cloud environment. The document highlights the high-level steps of the Cloud-Adapted 
Risk Management Framework (CRMF) and stresses the importance of adhering to the 
security conservation principle. 

NOTE

Further details about the NIST Cloud Reference Architecture can be found 
in the NIST Special Publication 500-292: NIST Cloud Computing Refer-
ence Architecture.

Figure E.1 depicts the NIST Cloud Reference Architecture in the background, over 
which a graphical representation (as presented in NIST SP 500-299) of the secure orches-
tration of a cloud ecosystem is layered. This illustrates how secure orchestration encom-
passes all of the cloud actors and depicts their shared responsibilities in orchestrating 
and operating a cloud ecosystem. 

Secure orchestrations typically have two intrinsic considerations. The fi rst is the cloud 
delivery model (SaaS, PaaS, or IaaS), whose correlation can be depicted by building 
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blocks. The second is the cloud deployment model (public, private, hybrid, or commu-
nity) that can most successfully fulfi ll the cloud consumer’s business objectives and 
security requirements. 

For each cloud-based solution, cloud consumers need to identify the threats, perform a 
risk assessment, and evaluate the security requirements of their individual cloud archi-
tectural context. The requirements also need to be mapped to the proper security con-
trols and practices in the technical, operational, and management classes. 

The type of cloud delivery model that is chosen for adoption does not impact the secu-
rity posture of the cloud-based system. The overall security requirements either remain 
unchanged or at a logical constant, and are, at minimum, equivalent to the security 
requirements of an on-premise technology architecture or solution. Conversely, the 
type of deployment model that is selected does have an impact on the distribution of 
security responsibilities among the cloud actors, which relates to the security conserva-
tion principle as discussed in the NIST Special Publication 500-299. 

Figure E.1
A visual representation of the NIST Cloud Computing Reference Architecture and ecosystem orchestration.
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When adopting cloud-based solutions, cloud consumers need to exercise due diligence 
in fully grasping the distinct security requirements that can be triggered, such as:

 • broad network access

 • data residency

 • measured usage

 • multitenancy

 • dynamic system boundaries

 • shared roles and responsibilities between the cloud consumer and cloud provider

 • decrease in cloud consumer visibility 

 • decrease in cloud consumer control

 • signifi cant increase in scale (on demand)

 • signifi cant increase in dynamics (elasticity, cost optimization)

 • signifi cant increase in complexity (automation, virtualization)

These issues often present cloud consumers with security risks that are greater than or 
different from those in traditional on-premise solutions. 

The key element to the successful adoption of a cloud-based system solution is the cloud 
consumer’s full understanding of the cloud-specifi c traits and characteristics, the archi-
tectural components for each cloud service type and deployment model, and each cloud 
actor’s role in orchestrating a secure ecosystem. 

Furthermore, it is essential for the cloud consumers’ business and mission-critical pro-
cesses that they be able to identify all cloud-specifi c risk-adjusted security controls. The 
cloud consumers need to leverage their contractual agreements to hold the cloud pro-
viders (and cloud brokers) accountable for the implementation of the security controls. 
They also need to be able to assess the correct implementation and continuously moni-
tor all identifi ed security controls.

E.1 Security Conservation Principle

The core concept of the security conservation principle is that a cloud service’s full set 
of security controls needs to remain unchanged or, in a logical sense, at a constant. The 
responsibility of fulfi lling security requirements and implementing mitigatory actions 
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dynamically shifts between cloud actors according to the dynamics that occur within 
a cloud. Figure E.2 depicts the security conservation principle for the cloud ecosystem:

For simplicity’s sake, this diagram identifi es only the cloud consumer and cloud pro-
vider roles. It highlights the responsibility of implementing security controls being 
shared between the cloud consumer and cloud provider to different degrees, depend-
ing on which deployment model is adopted. The level of responsibility of either cloud 
actor fundamentally correlates to each cloud actor’s level of control over certain “layers” 
of the cloud.

Figure E.2
A visual representation of the security conservation principle (courtesy of NIST, SP 500-299).

In SaaS clouds, the cloud provider assumes most of the responsibility for security con-
trols implementation since the cloud consumer only controls the application layer. Con-
versely, cloud consumers of IaaS clouds may control everything except the hardware on 
which the cloud service runs and the facility storing the hardware, meaning they are 
primarily accountable.

NOTE

See NIST SP 500-299: “NIST Cloud Computing Security Reference Archi-
tecture” and NIST 800-144: “Guidelines on Security and Privacy in Public 
Cloud Computing” for further information.
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E.2 The Risk Management Framework

A risk-based approach of managing information systems is a holistic activity that should 
be fully integrated into every aspect of the organization, from planning and system 
development lifecycle processes to security controls allocation and continuous monitor-
ing. The selection and specifi cation of security controls support effectiveness, effi ciency, 
and constraints via appropriate laws, directives, policies, standards, and regulations.

The NIST Special Publication 800-37: Guide for Applying the Risk Management Frame-
work to Federal Information Systems provides a disciplined and structured process that 
integrates information security and risk management activities into the development 
lifecycle by identifying the following six steps:

 • Step 1 – Use an impact analysis to categorize the system and the information it 
processes, stores, and transmits. 

 • Step 2 – Select the set of initial or baseline security controls for the system based 
on the security categorization. Tailor and supplement the set of baseline security 
controls according to the organizational assessment of the risk and the conditions 
of the operational environment. Develop a strategy for continuous monitoring to 
achieve security control effectiveness. Document all the controls in the security 
plan. Review and approve the security plan.

 • Step 3 – Implement the security controls and describe how the security controls 
are employed within the system and its environment of operation. 

 • Step 4 – Assess the security controls using the appropriate procedures as docu-
mented in the assessment plan. This assessment determines whether the secu-
rity controls have been implemented correctly and will effectively produce the 
intended outcome. 

 • Step 5 – Authorize information system operation if the estimated risk resulting 
from the operation is acceptable. The assessment considers risk to organizational 
assets and operations (including mission, functions, image, or reputation), indi-
viduals, and other organizations.

 • Step 6 – Monitor the security controls on an ongoing basis. Monitoring includes 
assessing control effectiveness, documenting changes to the system or its envi-
ronment of operation, conducting security impact analyses of these changes, and 
reporting the security state of the system to designated offi cials.

While the risk management framework is adaptable to most scenarios, it defaults to 
the traditional IT environment and requires customization to successfully address the 
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unique characteristics of cloud-based services and solutions. The CRMF closely follows 
the original RMF approach. Table E.1 shows the aforementioned six steps listed in the 
right column, with each step grouped into one of the three main activities in the left 
column that collectively comprise the risk management process:

CRMF CRMF Steps

Risk 
Assessment

Step 1 – Use an impact analysis to categorize the information system that 
has been migrated to the cloud, and the information that is processed, 
stored, and transmitted by that system. (This step is very similar to Step 1 
of the traditional RMF.)

Step 2 – Identify the security requirements of the system by performing 
a risk assessment (the Confi dentiality, Integrity, and Availability (CIA) 
analysis is recommended). Select the baseline and tailored supplemental 
security controls.

Risk 
Treatment

Step 3 – Select the cloud ecosystem architecture that best suits the assess-
ment results for the system.

Step 4 – Assess your service provider options. Identify the security controls 
needed for the system the cloud provider has implemented. Negotiate 
the implementation of any additional security controls that are identi-
fi ed. Identify any remaining security controls that fall under the cloud 
 consumer’s responsibility for their implementation.

Risk Control

Step 5 – Select and authorize a cloud provider to host the cloud consumer’s 
information system. Draft up a service agreement and SLA that list the 
negotiated contractual terms and conditions.

Step 6 – Monitor the cloud provider to ensure that all service agreement 
and SLA terms are being met. Ensure that the cloud-based system main-
tains the necessary security posture. Monitor the security controls that fall 
under the cloud consumer’s responsibility.

Table E.1
The six steps are mapped to each of the three activities comprising the CRMF.

Adopting the approach outlined by these steps enables organizations to systematically 
identify their common, hybrid, and system-specifi c security controls and other security 
requirements for procurement offi cials, cloud providers, cloud carriers and cloud bro-
kers alike. 
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The CRMF can be used to address the security risks associated with cloud-based sys-
tems by incorporating possible outcomes into the cloud provider’s contractual terms. 
Performance aspects of these terms and conditions also need to be represented in the 
SLA, which is an intrinsic part of the service agreement between the cloud consumer 
and cloud provider. Contractual terms should, for example, include guarantees con-
cerning the cloud consumer’s timely access to cloud audit logs and the details pertain-
ing to the continuous monitoring of the logs.

If permitted by the adopted deployment model, the organization should implement 
both the cloud consumer’s set of identifi ed security controls and the specifi cally tailored 
supplemental security controls. Cloud consumers are advised to request that cloud pro-
viders (and cloud brokers) provide suffi cient evidence to demonstrate that the security 
controls being used to protect their IT assets have been correctly implemented.
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Cloud Provisioning Contracts

F.1 Cloud Provisioning Contract Structure

F.2 Cloud Provider Selection Guidelines



A cloud provisioning contract is the fundamental agreement between the cloud con-
sumer and cloud provider that encompasses the contractual terms and condi-

tions of their business relationship. This appendix drills down into the common parts 
and sections of a generic cloud provisioning contract and further provides guidelines 
for choosing a cloud provider (partially based on the contents of cloud provisioning 
contracts).

F.1 Cloud Provisioning Contract Structure

A   cloud provisioning contract is a legally binding document that defi nes rights, respon-
sibilities, terms, and conditions for a scope of provisioning by a cloud provider to a 
cloud consumer. 

As shown in Figure F.1, this document   is typically comprised of the following parts:

 • Technical Conditions – specifi es the IT resources being provided and their corre-
sponding SLAs

 • Economic Conditions – defi nes the pricing policy and model with cost metrics, 
established pricing, and billing procedures

 • Terms of Service – provides the general terms and conditions of the service provi-
sion, which are usually composed of the following fi ve elements:

  -  Service Usage Policy – defi nes acceptable service usage methods, usage condi-
tions, and usage terms, as well as suitable courses of action in response to 
violations

  -  Security and Privacy Policy – defi nes terms and conditions for security and pri-
vacy requirements

  -  Warranties and Liabilities – describes warranties, liabilities, and other risk reduc-
tion provisions including compensation for SLA non-compliance

  -  Rights and Responsibilities – outlines the obligations and responsibilities of the 
cloud consumer and cloud provider

  -  Contract Termination and Renewal – defi nes the terms and conditions of terminat-
ing and renewing the contract
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Cloud provisioning contracts are usually based on templates and provided online, 
where they can be accepted by cloud consumers with the click of a button. These con-
tracts are, by default, generally geared to limiting the cloud provider’s risk and liability. 
For example, common clauses that specify the provisioning and responsibilities in con-
tract templates include:

 • Cloud services are provided “as is” without warranty.

 • Liability limitations do not offer compensation for most kinds of damage.

 • Warranties are not provided for performance metrics.

 • Warranties are not provided to guarantee service continuity.

Figure F.1
A sample cloud provisioning contract table of contents.
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 • The cloud provider has minimal to no responsibility for data security breaches 
and damages incurred from these events.

 • The cloud provider can unilaterally modify the terms and conditions without 
prior notice.

Furthermore, typically slack data privacy warranties and clauses permit the “sharing” 
of cloud-based data and other potential threats to data privacy.

Terms of Service

This part defi nes    the general terms and conditions that can be broken down into the 
following sub-sections:

Service Usage Policy

A service usage policy, or  acceptable use policy (AUP), comprises defi nitions of accept-
able methods of cloud service usage, including clauses with stipulations such as:

 • The cloud consumer shall be solely responsible for the content of the transmis-
sions made through cloud services.

 • Cloud services shall not be used for illegal purposes, and any transmitted mate-
rials shall not be unlawful, defamatory, libelous, abusive, harmful, or otherwise 
deemed objectionable by third parties or legal regulations.

 • Cloud service usage shall not infringe on any party’s intellectual property rights, 
copyrights, or any other right.

 • Transmitted and stored data shall not contain viruses, malware, or any other 
harmful content.

 • Cloud services shall not be used for the unsolicited mass distribution of e-mail.

Some elements of the service usage policy that cloud consumers may need to review 
and negotiate include:

 • Mutuality of Conditions – Conditions should be identically applicable to the cloud 
consumer and cloud provider, since the actions and business operations of one 
party directly impact the operations of the other.
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 • Policy Update Conditions – Even though many contract templates state that policy 
updates do not require advance notice, unilateral modifi cations to cloud service 
usage terms and conditions can be detrimental for cloud consumers. Cloud con-
sumers should formally acknowledge any changes before they are applied to the 
policy, especially for larger contracts. 

 • Actions in Response to Violation – Specifi cations on how violations are detected and 
notifi ed, how much time is allowed to issue and carry out corrective responses, 
and cloud service termination conditions in the event of non-compliance.

Security and Privacy Policy

Conditions pertaining to   security and privacy can be complex and diffi cult to defi ne in 
measurable terms. Therefore, these issues are commonly isolated in a dedicated section 
of the cloud provisioning contract. 

Many contract templates are designed to favor the cloud provider by limiting their lia-
bility and warranties in the event of data breaches and other security violations. It is not 
uncommon to have loose or vaguely defi ned security and privacy specifi cations that 
oblige the cloud consumers to be responsible for security-related cloud service confi gu-
ration and usage. Some contract templates even contain policies that grant the cloud 
provider the right to share cloud consumer data with third parties using generalized, 
subjective, and/or ambiguous terms, under conditions that were deemed necessary to:

 • prevent fraud and/or other illegal activities

 • prevent imminent bodily harm

 • protect other cloud consumers from security and privacy policy violation

An important policy criterion is making sure that the multiple levels of the cloud archi-
tecture are differentiated, since policies often need to encompass and address a broad 
range of data security concerns.

Common issues that require additional consideration when assessing and negotiating 
security and privacy policies include:

 • Security Measures – Policies need to clearly describe the cloud provider’s measures 
for protecting cloud service operations and cloud consumer data, and further 
identify those that are the cloud consumer’s responsibility.
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 • Access Control – The different ways of accessing cloud services, the cloud mecha-
nisms that control and monitor usage, and any data the cloud services manipulate 
all need to be well-defi ned.

 • Vulnerability Control – The cloud provider’s methods for handling security vulner-
abilities and any patching approaches required by the cloud consumer need to be 
documented.

 • Data Transfer – Security policies on data entering and leaving the cloud need to 
address how the cloud provider intends to defend against insider and external 
threats during data transmission. 

 • Data Security – Policies need to clearly defi ne the management of data owner-
ship and the warranties that protect information security, which pertain to issues 
concerning:

  -  Data Access – when and how to access data, and the optimal format for reducing 
the risk of cloud provider lock-in

  -  Data Blocking Conditions – conditions for blocking data access

  -  Data Classifi cation – ownership and confi dentiality requirements that differenti-
ate between public and private data

  -  Technical and Organizational Measures – controls to ensure the confi dentiality and 
integrity of data in cloud storage, transmission, and processing

 • Disclosure of Data – Conditions for disclosing cloud consumer data to the cloud 
provider and third parties, including:

  -  Law Enforcement Access

  -  Confi dentiality and Non-Disclosure

 • Intellectual Property Rights and Preservation – Original software that is created on 
IaaS and PaaS platforms can be exposed to and potentially exploited by cloud 
providers and third parties.

 • Data Backup and Disaster Recovery Procedures – This policy needs to outline the 
terms to adequately provision for disaster recovery and business continuity 
planning to preserve service continuity. These provisions should be detailed and 
specifi ed at lower levels. Most often, these are related to the use of data replication 
and resilient implementations in different geographical locations.
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 • Change of Control – This policy needs to clearly defi ne how the cloud provider will 
honor contractual obligations in the event of a change of control and/or owner-
ship, as well as terms of contract termination.

Warranties and Liabilities

Many contract templates   state that services are to be provided “as is” without any guar-
antees. The limitation of liability excludes most forms of monetary damage, with little 
or no cloud provider responsibility for data security breaches. Measurable terms of 
compensation are also typically absent in contract templates, while conditions of service 
failure and unavailability periods may be vaguely defi ned. One of the only recourses 
for cloud consumers that are receiving unsatisfactory service is to terminate the cloud 
provisioning contract prematurely, usually resulting in monetary penalties.

Cloud consumers can attempt to negotiate an arragement whereby part of the payment 
is due only when other terms of service and the SLAs are being complied with, which is 
an awards-based approach. This “at-risk” payment can be an effective way of ensuring 
that risk is being shared with or transferred to the cloud provider.

Rights and Responsibilities

This section establishes the legal duties and rights of both parties in the agreement.

The duties of the  cloud consumer are generally to:

 • comply with the terms of service and associated policies

 • pay for the cloud services being used, in accordance with the pricing model 
and rates

The rights of the cloud consumer are to:

 • access and use the IT resources as stated in the cloud provisioning contract

 • receive reports on IT resource usage, SLA compliance, and billing

 • receive due compensation in the event of cloud provider SLA non-compliance

 • terminate or renew IT resource usage terms, as per the agreement

The duties of the cloud provider are to:

 • comply with the terms of service and associated polices

 • provide IT resources in compliance with predefi ned conditions
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 • accurately manage and report SLAs, IT resource usage, and billing costs

 • compensate the cloud consumer in the event of SLA non-compliance

The rights of the cloud provider are to:

 • receive payment for the IT resource usage provided, in accordance with the pric-
ing model and rates

 • terminate IT resources in the event of breach of contract by the cloud consumer, 
after suffi cient review of the agreement stipulations

Termination and Renewal

This sub-section   addresses the following:

 • Renewal Conditions – The conditions for agreement renewal, including the maxi-
mum prices applicable to a renewed agreement. 

 • Termination of Initial Term – The expiration date for the contract, after which access 
to IT resources is discontinued if the contract is not renewed.

 • Termination for Convenience – The condition for contract termination, usually as 
requested by the cloud consumer, without requiring the cloud provider to have 
been at fault or breach.

 • Termination with Cause – The terms and conditions for contract termination due to 
a party’s breach of the terms of service.

 • Payment on Termination – The payment conditions for contract termination.

 • Period for Data Recovery After Termination – The duration for which data needs to 
remain restorable by the cloud provider after contract termination.

Specifications and SLAs

This part of the     contract provides a detailed description on the IT resources and QoS 
guarantees. A large section of the SLA deals with monitoring and measuring service 
quality metrics, with its benchmarks and targets identifi ed. 

Many SLAs that are based off of SLA templates are incomplete and use vague defi ni-
tions for QoS guarantees, such as service availability. Besides clearly identifying metrics 
and measurement procedures, the specifi cations for availability also should allow for 
the defi nition of: 
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 •   Recovery Point Objective (RPO) – A description of how an IT resource resumes 
operation after a failure, and an identifi cation of possible types of resultant loss.

 •   Recovery Time Objective (RTO) – A defi nition of how long an IT resource remains 
non-operational upon failure.

Pricing and Billing

In addition to providing the    details of the pricing structure, models, and applicable fees, 
the following are fundamental billing types:

 • Free of Charge 

 • Billing in Arrears/Post-Payment (charges are issued after IT resource usage has 
commenced)

 • Billing in Advance/Pre-Payment (charges are issued prior to IT resource usage)

Other Issues

Legal and Compliance Issues 

When laws and regulations     are applicable to how a cloud consumer will use provi-
sioned IT resources, the cloud provisioning contract needs to provide suffi cient warran-
ties so that both the cloud consumer and cloud provider can fulfi ll legal and regulatory 
requirements. Some cloud providers use contract templates that are customizable using 
pre-defi ned criteria. For example, they may already have templates for when the physi-
cal location or geographic area proposed for the hosting of cloud consumer data raises 
legal concerns.

Auditability and Accountability

Auditing applications, systems, and     data enables research and investigation into failure 
instances, causes for failure, and the parties involved. Auditability and accountability 
requirements are commonly present in cloud provisioning contracts and need to be 
assessed and discussed during contract negotiations.

Changes in the Contract Terms and Conditions

Contracts signed with large-scale   cloud providers are often subject to adjustments 
over time, especially since these cloud providers may include a generalized clause that 
allows contractual modifi cations to be made without prior notice.
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F.2 Cloud Provider Selection Guidelines

Choosing a cloud provider   can be one of the most important strategic decisions made 
by a cloud consumer organization. Depending on the extent to which cloud-based IT 
resources are adopted and relied upon, the success of a cloud consumer’s business 
automation can be heavily dependent on the extent to which its cloud provider follows 
through on commitments made in the cloud provisioning contract. 

This section contains a checklist of questions and considerations that can be used for 
evaluating cloud providers.

Cloud Provider Viability 

 • How long has the cloud provider been in business and how have its service offer-
ings evolved over time? 

 • Is the cloud provider fi nancially stable? 

 • Does the cloud provider have a proven backup and recovery strategy? 

 • How transparently are the cloud provider’s business strategy and fi nancial status 
communicated to its clients? 

 • Is the cloud provider subject to acquisition by another company?

 • What are the cloud provider’s current practices and vendor partnerships with 
regards to its infrastructure?

 • What are the cloud provider’s current and projected services and products?

 • Are reviews on the cloud provider’s past provisions available online? 

 • What type of technical certifi cations does the cloud provider have?

 • How does the cloud provider’s security and privacy policy support the cloud con-
sumer’s requirements? 

 • What are the capabilities of its security and management tools? (And, how mature 
are these tools compared to the rest of the market?) 

 • Is the cloud provider supporting the development or application of any relevant 
cloud computing industry standards? 
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 • Does the cloud provider support auditability and security laws, certifi cations, 
and programs? These can include industry standards, such as the Payment Card 
Industry Data Security Standard (PCI DSS), Cloud Controls Matrix (CCM), and 
Statement on Auditing Standards No. 70 (SAS 70). 

Negotiating multiple cloud provisioning contracts and SLAs with different cloud pro-
viders may be necessary to meet all of an organization’s specifi c business requirements. 
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Appendix G

Cloud Business Case Template 

G.1 Business Case Identifi cation

G.2 Business Needs

G.3 Target Cloud Environment

G.4 Technical Issues

G.5 Economic Factors



This appendix   presents a generic template for building a business case for the adop-
tion of cloud computing models, environments, and technologies. This type of tem-

plate is intended as a generic starting point that needs further customization to better 
match organizational requirements and preferences.

The cloud business case template also acts as an effective checklist of considerations 
that pertain to cloud adoption. A draft business case based on this template can be 
used to promote discussion around the legitimacy of cloud adoption during prelimi-
nary planning stages.

G.1 Business Case Identification

This section provides information that specifi es the details of the business case, such as 
the following:

 • Business Case Name 

 • Description – A brief summary of the business case’s purpose and goals.

 • Sponsor – Identifi cation of business case stakeholders.

 • List of Revisions (optional) – Revisions by date, author, and approval if control or 
historical logging is required.

G.2 Business Needs

The expected benefi ts and requirements that are to be addressed and fulfi lled by cloud 
adoption are detailed in this part of the template:

 • Background – A description of relevant historical information that spurred on the 
motivation for the business case.

 • Business Goals – A list of the tactical and strategic business objectives that are asso-
ciated with the business case.
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 • Business Requirements – A list of the business requirements that are expected to be 
fulfi lled by the achievement of the business goals.

 • Performance Objectives – A list of any relevant performance objectives related to the 
business goals and business requirements.

 • Priorities – Business goals, business requirements, and performance objectives 
listed in order of priority.

 • Affected On-Premise Solutions (optional) – A detailed description of current and 
planned on-premise solutions that are to be migrated, or that will otherwise be 
affected by the adoption effort.

 • Target Environment – A description of the anticipated outcome of the adoption of 
the project, including a high-level overview of cloud-based solutions that are to be 
built in support of the business case.

G.3 Target Cloud Environment

The cloud deployment and delivery models expected to be utilized as part of the cloud 
adoption effort are listed and briefl y described, along with other available information 
regarding planned cloud services and cloud-based solutions:

 • Cloud Deployment Model – Reasons for the choice of models, advantages, and disad-
vantages are provided to help communicate the rationale.

 • Cloud Characteristics – A description of how the planned target state relates to and 
supports cloud characteristics.

 • Cloud Service Candidates (optional) – A list of candidate cloud services and corre-
sponding usage estimates.

 • Cloud Provider Candidates (optional) – A list of potential cloud providers and a com-
parison of costs and features.

 • Cloud Delivery Model – The cloud delivery model that is presumably required to 
meet the business goals of the business case is documented.
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G.4 Technical Issues

This section highlights requirements and limitations related to common technical 
concerns:

 • Solution Architecture

 • SLA

 • Security Requirements

 • Governance Requirements 

 • Interoperability Requirements

 • Portability Requirements

 • Regulatory Compliance Requirements

 • Migration Approach (optional)

G.5 Economic Factors

This section comprises considerations related to the economics of the business case, 
involving the pricing, costs, and formulaic tools that are used for calculation and analy-
sis. See Chapter 15 for a broad range of fi nancial metrics, formulas, and considerations 
that can be incorporated into this section. 
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deployment agent, 310 
deployment component, 310 
deployment data store, 314
deployment models, 73-78 
design constraints, REST, 111 
design patt erns, Web site, 10 
digital signature mechanism (security), 

236-238 
in PKI (public key infrastructure), 

240-242
direct I/O access architecture, 324-326 
direct LUN access architecture, 326-327 
discovery agent, 310 
discovery section, 310 
Distributed Management Task Force 

(DMTF), 429 
DoS (denial of service), 126 
DTGOV case study. See case study examples
dynamic data normalization architecture, 

329-330 

completion time metric, 409 
computational grid, 31 
computer room (data center), 439
computing hardware, 93 
confi dentiality (characteristic), 118, 232 
connectionless packet switching (datagram 

networks), 83 
content-aware distribution, 176 
cost(s) 

archiving, 396 
integration, 381 
locked-in, 381-382 
management of, 391-396 
of capital, 381 
on-going, 380-381 
proportional, 41-43, 61 
reduction, 29-30 
sunk, 381 
up-front, 380 

CPU pool, 258 
credential management, 243 
cross-storage device vertical tiering 

architecture, 332-337 
cryptography, 230-233
CSA (Cloud Security Alliance), 429 

D
database 

cluster, 203 
state management, 210-212 
storage interface, 151-152 

data block, 151 
data center, 90-96 

automation, 91 
component redundancy, 442 
availability, 92 
environmental controls, 440-441 
facilities, 92-93, 437-442
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F
failover system mechanism (specialized), 

191-198 
active-active, 191
active-passive, 194
in dynamic failure detection 

architecture, 309 
in redundant physical connection for 

virtual servers architecture, 349 
in zero downtime architecture, 298-299 

failure conditions, 364, 367 
fast data replication mechanisms, 94 
fi gures (conventions), 9 
fl awed implementations (IT security), 131 

G–H
gateway 

cloud storage, 209 
mobile device, 209 
XML, 209 

grid computing, 31-33

HA (high-availability), 406 
cluster, 205 

hard disk arrays, 94 
hardened virtual server image mechanism 

(security), 251-252 
hardware 

computing, 93 
independence, 98 
network, 95-96 
obsolescence, 96 
storage, 93-94 

hardware-based virtualization, 101 
hashing mechanism (security), 234-235 
HDM (horizontal distribution area) (data 

center), 439 
heartbeats, 282 
high-availability (HA). See (HA) high 

availability 

dynamic failure detection and recovery 
architecture, 306-309 

dynamic horizontal scaling, 262 
dynamic relocation, 262 
dynamic scalability architecture, 262-264 
dynamic vertical scaling, 262 

E
eavesdropping, traffi  c, 124 
EDM (equipment distribution area) (data 

center), 439 
Elastic Compute Cloud (EC2) services, 27 
elastic disk provisioning architecture, 

272-274 
elasticity (cloud characteristic), 61

mapped to cloud computing 
mechanisms, 435 

elastic network capacity architecture, 
330-332 

elastic resource capacity architecture, 
265-267

electrical power interconnections (data 
center), 440 

electrical room (data center), 438 
encryption mechanism (security), 230-233 

asymmetric, 231-232 
symmetric, 231 

enterprise service bus (ESB) platform, 112 
environmental controls (data center), 

440-441
equipment distribution area (EDM) (data 

center), 439 
errata, Web site, 9 
ESB (enterprise service bus) platform, 112 
European Telecommunications Standards 

Institute (ETSI), 431 
event triggers, 364, 367 



Index 479

I
IaaS (Infrastructure-as-a-Service), 64-65 

cloud provider perspective of, 360-364 
cloud consumer perspective of, 370-373 
in combination with PaaS, 69-70 
in combination with PaaS and SaaS, 72
in comparison with SaaS and PaaS, 

67-69
pricing models, 394

IAM (identity and access management) 
mechanism (security), 243-244

identity and access management (IAM) 
mechanism (security), 243-244

inbound network usage cost metric, 387-388
infrastructure redundancy summary, data 

center, 442
Innovartus Technologies Inc. case study. 

See case study examples
instance starting time metric, 409
insuffi  cient authorization, 127
integration costs, 381
integrity (IT security), 119
intelligent automation engine, 265
inter-cloud, 78
International Service Technology 

Symposium conference series, 10
Internet

architecture, 80-89
service provider (ISP), 80-83
versus cloud, 33-34

internetworks (Internet), 80
intra-cloud WAN usage metric, 388
intra-storage device vertical data tiering 

architecture, 337-339
I/O

caching, 94
data transferred metric, 390

ISP (Internet service provider), 80-83

history, cloud computing, 26-27 
horizontal distribution area (HDM) (data 

center), 439 
horizontal scaling, 37-38 
hosted cloud (virtual private cloud), 78 
host operating system, 99 
host (physical server), 36 
hot-swappable hard disks, 94 
HTML, 104 
HTT P (Hypertext Transfer Protocol), 104 
HTT PS, 232 
hybrid cloud, 77-78 
hypermedia, 104 
Hypertext Transfer Protocol (HTT P), 104 
hypervisor mechanism (specialized), 97-98, 

101, 200-201 
in bare-metal provisioning 

architecture, 310 
in dynamic scaling architecture, 264 
in elastic network capacity 

architecture, 331 
in hypervisor clustering 

architecture, 282
in load balanced virtual switches 

architecture, 341 
in multipath resource access 

architecture, 343 
in persistent virtual network 

confi guration architecture, 346 
in redundant physical connection for 

virtual servers architecture, 349 
in resource pooling architecture, 260 
in resource reservation architecture, 305 
in workload distribution 

architecture, 257 
in zero downtime architecture, 299 

hypervisor clustering architecture, 282-287
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in elastic network capacity 
architecture, 332

in hypervisor clustering 
architecture, 288

in load balanced virtual server instances 
architecture, 291

in load balanced virtual switches 
architecture, 341

in multipath resource access 
architecture, 343

in persistent virtual network 
confi guration architecture, 346

in redundant physical connection for 
virtual servers architecture, 349

in resource pooling architecture, 261
in resource reservation architecture, 305
in storage workload management 

architecture, 321
in workload distribution 

architecture, 257
in zero downtime architecture, 299

logical unit number (LUN), 275
LUN (logical unit number), 275

in direct LUN access architecture, 
326-327

migration, 315

M
main distribution area (MDA), 439 
malicious insider, 123 
malicious intermediary threat, 124-125 
malicious service agent, 123 
malicious tenant, 123 
management loader, 310 
markup languages, 104 
match strategy (capacity planning), 29 
MDA (main distribution area), 439 
mean-time between failures (MTBF) 

metric, 407 

IT resource, 34-36
cloud-based versus on-premise, 86-88
cloud-based versus on-premise, costs, 

380-387
provisioning considerations

of IaaS environments, 372-373
of PaaS environments, 373-374

virtualization, 97-103
versus Web resource, 103

J–K–L
lag strategy (capacity planning), 29
LAN fabric, 95
large dataset cluster, 204
lead strategy (capacity planning), 29
Liberty Alliance, 432
live VM migration, 283
load balanced cluster, 205
load balanced virtual server instances 

architecture, 288-291
load balanced virtual switches architecture, 

340-341
load balancer mechanism (specialized), 

176-177 
in load balanced virtual server instances 

architecture, 290
in load balanced virtual switches 

architecture, 341
in service load balancing 

architecture, 268
in storage workload management 

architecture, 321-322
in workload distribution 

architecture, 257
locked-in costs, 381
logical network perimeter mechanism 

(infrastructure), 58, 140-142
in bare-metal provisioning 

architecture, 310
in direct I/O access architecture, 326
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encryption, 230-233
hardened virtual server images, 

251-252
hashing, 234-235
identity and access management 

(IAM), 243-244
public key infr astructure (PKI), 

240-242
single sign-on (SSO), 244-246

message digest, 234 
metrics 

application subscription duration, 
390-391 

availability rate, 405-406 
business cost, 380-387 
completion time, 409 
inbound network usage cost, 387-388 
instance starting time, 409 
intra-cloud WAN usage, 388 
I/O data transferred, 390 
mean-time between failures 

(MTBF), 407 
mean-time system recovery 

(MTSR), 412 
mean-time to switchover (MTSO), 411 
network capacity, 408 
network usage cost, 387-388 
number of nominated users, 391 
number of transactions users, 391 
on-demand storage space 

allocation , 390 
on-demand virtual machine instance 

allocation, 389 
outage duration, 406 
outbound network usage, 388 
reserved virtual machine instance 

allocation, 389 
response time, 409 
server capacity, 408 
service performance, 407-409 

mean-time system recovery (MTSR) 
metric, 412 

mean-time to switchover (MTSO) 
metric, 411 

measured usage (cloud characteristic), 61 
mapped to cloud computing 

mechanisms, 435 
mechanical room (data center), 438 
mechanisms

specialized, 170-212
audit monitor, 189-190
automated scaling listener, 170-172
failover system, 191-199
hypervisor, 200-202
load balancer, 176-178
multi-device broker, 209-209
pay-per-use monitor, 184-188
resource cluster, 203-207
SLA monitor, 178-184
state management database, 

210-212
infrastructure, 140-186

cloud storage device, 149-154
cloud usage monitor, 155-160
logical network perimeter, 140-143
ready-made environment, 166-168
resource replication, 161-165
virtual server, 144-147

management, 214-227
billing management system, 

225-227
remote administration system, 

214-219
resource management system, 

219-222
SLA management system, 222-224

security, 230-252
cloud-based security groups, 

247-250
digital signature, 236-239



482 Index

supported by service grids, 448 
versus virtualization, 108

multitenant application, 106-108 

N
NAS (network-att ached storage), 94 

gateway, 95 
National Institute of Standards and 

Technology (NIST), 428, 444-448 
network-att ached storage (NAS), 94 
network capacity 

in elastic network capacity architecture, 
330-332 

metric, 408 
network hardware, 95-96 
network pool, 258 
network storage interface, 150-151 
network traffi  c, 363 
network usage, 367 
network usage cost metrics, 387-388 
NIST (National Institute of Standards and 

Technology), 428, 444-448 
NIST Cloud Computing Security Reference 

Architecture, 444-448
NIST Cloud Reference Architecture, 27-28, 

444-448
NIST Guide for Applying the Risk 

Management Framework to Federal 
Information Systems, 447

NIST Guidelines on Security and Privacy in 
Public Cloud Computing, 447

non-disruptive service relocation 
architecture, 293-297 

non-relational (NoSQL) data storage, 152 
normalization, data, 152 
NoSQL (non-relational) data storage, 152 
notifi cation service, 11 
number of nominated users metric, 391 
number of transactions users metric, 391 

service quality, 404-413 
service reliability, 407 
service resiliency, 411-412 
service scalability, 409-410 
storage device capacity, 408 
usage cost, 387-391 
Web application capacity, 408-409 

middleware platforms, 112
enterprise service bus (ESB), 112
orchestration, 112

middleware, service, 112 
migration 

LUN, 315 
virtual server, 293-297 
live VM, 283 

mobile device gateway, 209 
model 

“as-a-service” usage, 42 
delivery, 63-73, 375-377 
deployment, 73-78, 370-375 
pricing, 393-394, 396-401

monitoring agent, 155 
monitor 

audit, 189-190 
cloud usage, 155-159 
pay-per-use, 184-187 
SLA, 178-183 

MTBF (mean-time between failures) 
metric, 407 

MTSO (mean-time to switchover) 
metric, 411 

MTSR (mean-time system recovery) 
metric, 412 

multi-device broker mechanism 
(specialized), 208-209 

multipath resource access architecture, 
342-343 

multitenancy, 59-61 
and resource pooling, 59-61
mapped to cloud computing 

mechanisms, 434 
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combination with IaaS and SaaS, 72 
comparison with IaaS and SaaS, 67-69 
pricing models, 394 

pay-per-use monitor mechanism 
(specialized), 184-187 

in cross-storage device vertical tiering 
architecture, 337 

in direct I/O access architecture, 326 
in direct LUN access architecture, 327 
in dynamic scaling architecture, 264 
in elastic network capacity 

architecture, 332 
in elastic resource capacity 

architecture, 265 
in non-disruptive service relocation 

architecture, 297 
in resource pooling architecture, 261 

performance overhead (virtualization), 102 
persistent virtual network confi guration 

architecture, 344-346 
physical host, 36 
physical network, 84 
physical RA M pool, 258 
physical server pool, 258 
PKI (public key infrastructure) mechanism 

(security), 240-242 
plaintext, 230 
polling agent, 157 
pool (resource), 258-259 

CPU, 258 
network, 258 
physical RA M, 258 
physical server, 258 
storage, 258 
virtual server, 258 

portability 
cloud provider, 47 
virtualization solution, 102 
requirements, 466 

O
OASIS (Organization for the 

Advancement of Structured 
Information Standards), 430 

object storage interface, 151 
OCC (Open Cloud Consortium), 431 
offi  ce area (data center), 438 
OGF (Open Grid Forum), 432 
on-demand storage space allocation 

metric, 390 
on-demand usage (cloud characteristic), 

59, 434 
on-demand virtual machine instance 

allocation metric, 389 
on-going cost, 380-381 
on-premise IT resource, 36 

versus cloud-based IT resource, 380-387 
in private cloud, 76 

Open Cloud Consortium (OCC), 431 
Open Grid Forum (OGF), 432 
Th e Open Group, 430 
operating system-based virtualization, 

99-101 
operating system baseline, 313 
operations center (data center), 438 
orchestration platform, 112 
organizational agility, 30 
organizational boundary, 56
Organization for the Advancement of 

Structured Information Standards 
(OASIS), 430 

outage duration metric, 406 
outbound network usage metric, 388 
overlapping trust boundaries, 129-130 

P
PaaS (Platform-as-a-Service), 65-66 

cloud consumer perspective, 373-374 
cloud provider perspective, 364-367 
combination with IaaS, 69-70 
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renewal (cloud provisioning contract), 458 
reserved virtual machine instance allocation 

metric, 389 
resiliency (cloud characteristic), 59, 61 

mapped to cloud computing 
mechanisms, 435 

resilient watchdog system, 306 
resource agent, 155 
resource cluster mechanism (specialized), 

203-207 
in service load balancing 

architecture, 268 
in workload distribution 

architecture, 257 
in zero downtime architecture, 299 

resource constraints, 301 
resource management system mechanism 

(management), 219-222, 262 
resource pool, 257-259 
resource pooling (multitenancy), 59-61 

mapped to cloud computing 
mechanisms, 434 

resource pooling architecture, 257-262 
resource replication mechanism 

(infrastructure), 161-162 
in bare-metal provisioning 

architecture, 312 
in direct I/O access architecture, 326 
in direct LUN access architecture, 327 
in elastic disk provisioning 

architecture, 274 
in elastic network capacity 

architecture, 332 
in elastic resource capacity 

architecture, 265 
in hypervisor clustering 

architecture, 288 
in load balanced virtual server instances 

architecture, 291 

portal 
self-service, 215 
usage and administration, 215 

power distribution system (data center), 441 
power engine-generator, 441 
power usage eff ectiveness (PUE), 441 
pricing and billing (cloud provisioning 

contract), 459 
pricing models, 393-394 

DTGOV case study, 396-401
primary rooms (data center), 438-439 
private cloud, 75-76 
proportional costs, 41-42 
public cloud, 73-74 
public key cryptography, 231 
public key identifi cation, 240 
public key infrastructure (PKI) mechanism 

(security), 240-242 
PUE (power usage eff ectiveness), 441 

Q-R
quality of service (QoS), 404-413. 

See also SLA 

rapid provisioning architecture, 312-315 
ready-made environment mechanism 

(infrastructure), 166-168 
instances, 367 

recovery point objective (RPO), 459 
recovery time objective (RTO), 459 
reduction, cost, 29-30 
redundant physical connection for virtual 

servers architecture, 347-349 
redundant storage architecture, 275-277 
relational data storage, 151 
reliability rate metric, 407 
remote administration system mechanism 

(management), 214-219 
in resource pooling architecture, 261 

remote operation and management (data 
center), 92 
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cloud resource administrator, 54
cloud service owner, 53-54

router-based interconnectivity, 83-85 
RPO (recovery point objective), 459 
RTO (recovery time objective), 459 

S
SaaS (Soft ware-as-a-Service), 66-67 

cloud consumer perspective, 374-375 
cloud provider perspective, 367-370 
combination with IaaS and PaaS, 72 
comparison with PaaS and IaaS, 67-69 
pricing models, 394 

SAN (storage area network), 94 
SAN fabric, 95 
scalability 

cloud-based IT resource, 42-43 
supported by multitenant 

applications, 107 
scaling, 37-38 

dynamic horizontal, 62 
dynamic vertical, 62 
horizontal, 37 
vertical, 37-38 

secret key cryptography, 231 
secure sockets layer (SSL), 232 
security 

ATN case study, 135 
controls, 120 
mechanisms, 121 
terminology, 118-121 

security conservation principle (NIST), 446
security policy, 121 

in cloud provisioning contracts, 455-457 
disparity, 132 

self-service portal, 215 
sequence logger, 313 
sequence manager, 313 

in load balanced virtual switches 
architecture, 341 

in multipath resource access 
architecture, 343 

in non-disruptive service relocation 
architecture, 297 

in persistent virtual network 
confi guration architecture, 346 

in redundant physical connection for 
virtual servers architecture, 349 

in resource pooling architecture, 262 
in resource reservation architecture, 305 
in service load balancing 

architecture, 268 
in storage maintenance window 

architecture, 356 
in workload distribution 

architecture, 257 
in zero downtime architecture, 299 

resource reservation architecture, 301-305 
resource, Web, 103 

versus IT resource, 103 
resources, Web site, 9 
response time metric, 409 
REST service, 110 
REST design constraints, 111 
rights and responsibilities (cloud 

provisioning contract), 457-458
risk (IT security), 120 
risk assessment, 133 
risk control, 134 
risk management, 133-134, 444-448 
risk treatment, 134 
roles, 52-56

cloud auditor, 56
cloud broker, 56
cloud carrier, 56
cloud consumer, 52-53
cloud provider, 52
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in dynamic failure detection 
architecture, 309 

in non-disruptive service relocation 
architecture, 297 

SLA monitor mechanism (specialized), 
178-183 

in dynamic failure detection 
architecture, 309 

in non-disruptive service relocation 
architecture, 297 

SLA (service-level agreement), 39, 404 
in cloud provisioning contract, 458-459 
DTGOV case study, 416-418 
guidelines, 413-415 

snapshott ing, 94, 361 
SNIA (Storage Networking Industry 

Association), 430 
SOAP-based Web service, 109 
SOAP, 109 
Soft ware-as-a-Service. See SaaS 

(Soft ware-as-a-Service) 
soft ware, virtualization (hypervisor), 97-98, 

101, 200-201 
specifi cations (cloud provisioning contract), 

458-459 
SSL (secure sockets layer), 232 
SSO (single sign-on) mechanism (security), 

244-246 
state management database mechanism 

(specialized), 210-212 
storage 

hardware, 93-94 
replication, 276 
virtualization, 94, 97 

storage device, 149-154 
capacity metric, 408 
levels, 149 
usage, 390 

server 
capacity metric, 408 
cluster, 203 
consolidation, 98 
images, 313 
scalability (horizontal) metric, 410 
scalability (vertical) metric, 410 
templates, 312 
usage, 389 
virtual (physical host), 36 
virtualization, 97, 144-147 

service, 108-112 
agent, 111 
middleware, 112 
REST, 110
Web, 109 
Web-based, 108 

service agent, 111
malicious, 123

service availability metrics, 405-406 
service-level agreement. See SLA 
service load balancing architecture, 268-270
service performance metrics, 407-409 
service quality metrics, 404-413 
service reliability metrics, 407 
service resiliency metrics, 411-412 
service scalability metrics, 409-410 
Service Technology Magazine, 10 
service usage (acceptable use) policy (cloud 

provisioning contract), 454-455 
Simple Object Access Protocol (SOAP), 109 
single sign-on (SSO) mechanism (security), 

244-246 
SLA management system mechanism 

(management), 222-224 
in bare-metal provisioning 

architecture, 312 
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malicious service, 123 
trusted att acker, 123 

TIA (Telecommunications Industry 
Association), 431 

TIA-942 Telecommunications 
Infrastructure Standard for Data 
Centers, 438 

TLS (transport layer security), 232 
traffi  c eavesdropping, 124
transport layer protocol, 84 
transport layer security (TLS), 232 
trust boundary, 57 

overlapping, 45, 129-130 
trusted att acker, 123 

U
ubiquitous access (cloud characteristic), 59 

mapped to cloud computing 
mechanisms, 434 

uniform resource locator (URL), 104 
uninterruptible power source (UPS), 441 
Universal Description, Discovery, and 

Integration (UDDI), 109
updates, Web site, 9 
up-front costs, 380 
UPS (uninterruptible power source), 441 
URL (uniform resource locator), 104 
usage and administration portal, 215 
usage cost metrics, 387-391 

cloud service, 390-391 
cloud storage device, 390 
inbound network, 387-388 
network, 387-388 
server, 389 

user management, 243 
utility computing, 2, 26 

storage area network (SAN), 94 
storage interface, 150-151 

database, 151-152 
object, 151 
network, 150 

storage maintenance window architecture, 
350-356 

Storage Networking Industry Association 
(SNIA), 430 

storage pool, 258 
storage room (data center), 438 
storage workload management architecture, 

315-321 
sunk costs, 381 
symbols (conventions), 9 
symmetric encryption mechanism 

(security), 231 

T
telecommunications entrance 

(data center), 438 
Telecommunications Industry Association 

(TIA), 431 
tenant application functional module, 370 
tenant subscription period, 370 
termination (cloud provisioning 

contract), 458
terms of service (cloud provisioning 

contract), 454-458 
threat, 120

DoS (denial of service), 126 
insuffi  cient authorization, 127 
malicious intermediary, 124-125 
overlapping trust boundaries, 129-130 
traffi  c eavesdropping, 124 
virtualization att ack, 127-129 

threat agent, 121-124 
anonymous att acker, 122 
malicious insider, 123 
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virtualization, 32, 90, 97-103 
att ack, 127-129 
hardware-based, 101 
operating system-based, 99-101 
management, 102 
soft ware (hypervisor), 97-98, 101, 

200-201 
storage, 94 
versus multitenancy, 108

VIM (virtual infrastructure manager), 219 
VM (virtual machine), 97 
VMM (virtual machine manager), 98 
volume cloning, 94 
vulnerability (IT security), 120. See 

also threat

W
weak authentication, 127 
Web application, 104-106 
Web application capacity metric, 408-409 
Web-based 

resource, 372 
service, 108 

Web resource, 103 
Web Service Description Language 

(WSDL), 109 
Web service, 109 
SOAP-based, 109 
Web sites 

errata, 9 
resources, 9 
updates, 9 
www.cloudpatt erns.org, 10 
www.cloudschool.com, 11 
www.cloudsecurityalliance.org, 429 
www.dmtf.org, 429 
www.nist.gov, 428 
www.oasis-open.org, 430 
www.ogf.org, 432 

V
vertical scaling, 37-38 
VIM (virtual infrastructure manager), 219 
virtual fi rewall, 141 
virtual infrastructure manager (VIM), 219 
virtual machine (VM), 97 
virtual machine manager (VMM), 98 
virtual machine monitor (VMM), 98 
virtual network, 141 
virtual private cloud, 78 
virtual server mechanism (infrastructure), 

144-147 
images, hardened, 251-252 
in elastic network capacity 

architecture, 332 
in load balanced virtual server instances 

architecture, 288-291 
in load balanced virtual switches 

architecture, 341 
in non-disruptive service relocation 

architecture, 293-297 
in multipath resource access 

architecture, 343 
in persistent virtual network 

confi guration architecture, 344-346 
in redundant physical connection for 

virtual servers architecture, 347-349 
in zero downtime architecture, 298-299 
lifecycles, 363 

virtual server pool, 258 
virtual switch 

in elastic network capacity 
architecture, 331 

in load balanced virtual switches 
architecture, 340-341 

in persistent virtual network 
confi guration architecture, 344-346 

in redundant physical connection for 
virtual servers architecture, 347-349 
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www.opencloudconsortium.org, 431 
www.opengroup.org, 430 
www.projectliberty.org, 432 
www.serviceorientation.com, 11 
www.servicetechbooks.com, 9, 11, 109, 

111, 364 
www.servicetechmag.com, 10 
www.servicetechspecs.com, 10, 105 
www.servicetechsymposium.com, 10 
www.snia.org, 430 
www.tiaonline.org, 432 
www.whatiscloud.com, 10 
www.whatisrest.com, 10, 111 

Web technology, 103-106 
Web-tier load balancing, 95 
workload distribution architecture, 256-257 
workload prioritization, 176 
WSDL (Web Service Description 

Language), 109 

X-Z
XML, 104, 109 
XML gateway, 209 
XML Schema Defi nition Language, 109 

zero downtime architecture, 298-299 
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